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Abstract

Generative design systems make it easier for designers to generate and explore design
alternatives, but the amount of information generated during a design session can become
very large. Intelligent navigation aids are needed to enable designers to access the
information with ease. Such aids may improve the usability of generative design systems
and encourage their use in architectural practice.

This dissertation presents a comprehensive approach to support navigation in generative
design systems. This approach takes account of studies related to human spatial
cognition, wayfinding in physical environments, and information navigation in electronic
media. It contains a general model of design space, basic navigation operations, and
principles for designing navigation support. The design space model describes how the
space may grow and evolve along predictable dimensions. The basic operations facilitate
navigation activities in this multi-dimensional design space. The design principles aim at
guiding system developers in creating navigation utilities tailored to the needs of
individual design systems.

This approach is validated through prototype implementations and limited pilot usability
studies. The validity of the design space model and basic navigation operations is
examined through the development of a design space navigation framework that
encapsulates the model and operations in a software environment and provides the
infrastructure and mechanisms for supporting navigation. Three prototype navigation
tools are implemented using this framework. These tools are subjected to usability
studies. The studies show that these tools are easy to learn and are efficient in assisting
designers locating desired information. In summary, it can be demonstrated that through
the prototype implementations and usability studies, this approach offers sufficient
support for the design and implementation of navigation aids in a generative design
system.

The research effort is a pioneer study on navigation support in generative design systems.
It demonstrates why navigation support is necessary; how to provide the support; and
what types of user interaction it can offer. This research contributes to information
navigation studies not only in the specific domain of generative design system research,
but also in the general field of human-computer interaction.
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1. Introduction

Generative design systems assist designers to explore design alternatives through the
rapid generation of design models. However, the amount of information generated
during a design session can become very large. I believe intelligent navigation aids are
needed to enable designers to manage and access the information with ease. Furthermore,
such navigation aids may improve the usability of generative design systems and
encourage their use in the architectural design practice. In this dissertation, I will
demonstrate why navigational aids are necessary, how to provide these aids, and what type
of user interaction they can offer.1

1.1 Motivation
To date, more and more computers have been used in architectural design offices. The
CAD (computer-aided drafting or computer-aided design) tools frequently used in these
design offices provide two types of support (see Langdon 1997). These tools are for two-
dimensional (2D) drafting and three-dimensional (3D) modeling tasks. The drafting tools
replace traditional tools of pencils and rulers to produce detailed design drawings, while
modeling tools take over the functions served by traditional physical building models to
allow not only the visualization of new designs but also virtual walkthrough of buildings.
These tools assist designers in the final production and presentation of the design
products.

However, few of those CAD tools have been used to assist designers in the early phases,
such as schematic design, of the design process (e.g. see Jog 1993; Leslie 1992; Shu,
Neeman, and Langdon 1994). During the early phases, designers explore many design
alternatives. Current CAD tools do not provide sufficient design support to create and
evaluate alternatives rapidly and manage them. For example, if a designer creates design
alternatives by varying the size of a room, the adjacent rooms, or in turn a section of the
building, may have to be resized in order to maintain the proper dimensions. Designers
using a current CAD tool will have to do these changes manually and keep each
alternative as an independent drawing for later references.

Design tasks in the early design phases can be supported by generative design systems.
These systems can assist designers to create feasible design solutions rapidly through
generative mechanisms, such as design heuristics, shape grammars, constraint solving,
and so on. Early research of generative design systems has focused on the representation

1. In this dissertation, the term “design” is used to refer to architectural design, and “designers” to
architects and designers in architecture related professions.
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of design problems and evaluation of design criteria. The prototype systems have had
very limited capabilities, for example having very simple generative mechanisms such
that they could only produce solutions for a particular kind of design problems (see, e.g.
Eastman 1975; Tzonis and White 1994). Recent advances in this research area, such as
SEED-Pro (Akın et al. 1995), SEED-Layout (Flemming and Chien 1995) and SEED-Config
(Woodbury and Chang 1995), have been able to provide extensive support, through
sophisticated generative mechanisms and evaluation functions, for designers to
investigate different formulations and decompositions of design problems and to explore
alternative design solutions.

These generative design systems promise to provide superior design aids to current CAD
tools, especially during the early design phases. To bring these systems into the
architectural practice, first, they should be easy to use. Second, they should provide
assistance to manage the information, such as different problem formulations,
decompositions, and solutions mentioned previously, generated during the design
process. In addition, generative design systems should support user interactions so that
designers are encouraged to explore different design concepts when solving a design
problem. In short, these are issues regarding the usability of generative design systems,
which the research prototypes have yet to address in a systematic manner. I believe these
issues can be addressed by providing navigation support in generative design systems.
Moreover, I expect that providing good navigation support for generative design systems
will improve their usability and thus encourage their uses by designers in architectural
practice.

1.2 Generative Design Systems
The idea of generative design systems emerges from the result of early research into the
understanding of the design process (for an overview of design theories and models of
design process, see Rowe 1987). Among numerous models of the design process proposed
by researchers over the past few decades, the three-phase design model—analysis,
synthesis, and evaluation—outlined by Asimov (1962) is widely accepted. This model
describes design as an iterative process of understanding problem and producing a
statement of goals (analysis); finding plausible solutions (synthesis); and judging the
validity of solutions relative to the goals and selecting among alternatives (evaluation).
Iteration occurs after the evaluation phase; the solution can be revised by reviewing the
analysis. Other architectural researchers, such as Akın (1986), Mitchell (1977) and Eastman
(1975), consider the design process as a problem-solving process based on information
processing theory (Newell and Simon 1972). From this perspective, the design process is a
series of problem definition, solution generation and testing cycles. This is usually
described as the specification, generation, and evaluation cycle. These two models of the
design process share the same view, i.e. design is a staged—and iterative—problem-
solving process. This view is fundamental to generative design systems. Although there
are many other models of the design process, and problem-solving is by no means the
only nor the most important aspect of design, Flemming and Woodbury (1995) state that
the “problem-solving aspects are the easiest to support with computational tools and that
they are important enough in design to make the development of such tools practically
interesting.”
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Based on the problem-solving view, design is characterized as complex problem solving
with the problem undergoing redefinition or restructuring throughout the process (Akın,
Dave, and Pithavadian 1992; Simon 1981). During this process, the designer may
restructure the design problem several times; and for each problem definition, there will
be many alternative solutions generated. Moreover, since architectural problems are
complex design problems, they are usually decomposed into tractable subproblems (Akın
1986; Alexander 1964; Simon 1981); these subproblems, in turn, form a hierarchical
structure called a problem hierarchy. A complete solution is recomposed from subsolutions.

In general, the set of all possible problem definitions and decompositions is referred to as
the problem space; and the set of all possible solutions as the design space.2 Thus, the design
process can also be understood as a transition through states in the design space. The
transition from one state to the other is facilitated by generative mechanisms such as rules
or actions. Applying candidate rules or actions at each state could potentially produce a
vast number of solutions, i.e. a huge design space. These solutions may be feasible
designs, partial designs, or even impossible designs. Thus, evaluation functions, such as
heuristics or additional rules, must be used to eliminate the generation of impossible
designs.

The focus of early research in this area has been to develop a formal method to describe
design problems and to build mechanisms to generate alternative solutions, and recent
advances have been able to demonstrate the research results through useful software
prototypes. More recently, researchers (e.g. Coyne et al. 1993; Harada 1997) have started to
address a new type of problem: interactions between people and computers in the process
of design exploration. Using a generative design system, designers can be overwhelmed
by the amount of information (i.e. different problem formulations and decompositions,
and partial and complete solutions) they are able to generate in a short time. One
approach to address this issue is to hide or discard the information of intermediate design
states so that designers always focus on the active design state (e.g. the one shown on the
screen at the time). However in this approach, it is as though designers are exploring a
forest in the dark with a flashlight. The flashlight may provide sufficient information to
direct the exploration, but designers would have to start from scratch if they wish to
further explore a previously abandoned path. Conversely, if all information generated
during the design session is made available to designers, it would be like exploring the
forest in daylight; designers can make further design decisions based on previous
decisions, and their intermediate efforts are preserved and can always be revisited and
expanded in new directions. Since the collection of all design states captures indirectly the
design process and decisions made by designers during a design session, it may be
preferable to keep the intermediate design states. Nevertheless, in this case, the issue of
information overload will have to be addressed by providing utilities to manage the
information and allow designers to locate desired information with ease.

2. Here, I have separated problems and solutions, which are considered together in the problem
space according to the human problem-solving theory by Newell and Simon (1972), into two
distinct sets to bring more attention to solutions.
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1.3 Information Navigation
The Marriam-Webster Dictionary (1998) defines navigation and navigate as follows:

nav·i·ga·tion
1: the act or practice of navigating
2: the science of getting ships, aircraft, or spacecraft from place to place; especially: the

method of determining position, course, and distance traveled
3: ship traffic or commerce

nav·i·gate
Etymology: Latin navigatus, past participle of navigare, from navis ship + -igare (from agere

to drive)
intransitive senses
1: to travel by water: SAIL

2: to steer a course through a medium; specifically: to operate an airplane
3: GET AROUND, MOVE

transitive senses
1 a: to sail over, on, or through; b: to make one's way over or through: TRAVERSE

2 a: to steer or manage (a boat) in sailing; b: to operate or control the course of (as an
airplane) 

Although the origin of these terms is closely tied to physical movement, people have used
them in a more general sense to refer to the activity of moving between locations. For
instance, we navigate in cities and in finding our way through buildings; but we also
speak of navigating when looking for information in libraries or choosing which
television program to watch.

Researchers faced with the problem of information overload have attempted to employ
the navigation metaphor to address the problem. They discuss “cyberspace navigation”
(Benedikt 1991), “navigating large information spaces” (Nielsen 1995), “navigation in
electronic worlds” (Jul and Furnas 1997), and so on. These discussions rest on some
important assumptions: first, the physical environment that we live in and the
information space where the information resides are similar enough to make it possible to
utilize research results of navigation in the physical environment; second, the activities of
navigation are similar to the information seeking activities of users of information spaces
(Dahlbäck 1998).

Researchers have shown that hypermedia, databases, and hierarchical file systems have a
spatial character (Akın, Baykan, and Rao 1987; Benyon and Murray 1993; Dahlbäck, Höök,
and Sjölinder 1996; Vicente and Williges 1988). Specifically, the organization of their
contents has a spatial structure. Furthermore, there is evidence showing that users with
high spatial ability3 outperform users with low spatial ability for tasks of seeking
information in such types of environment (Benyon and Murray 1993; Dahlbäck , Höök,
and Sjölinder 1996; Vicente and Williges 1988). Although not all information spaces
exhibit this spatial characteristic, many researchers have suggested that imposing a spatial
structure to information spaces (regardless of their inherent structures) could make the

3. This is a person’s ability to recognize objects in an environment and the spatial relations between
these objects. Further discussions regarding this concept is available in Chapter 2.
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task of seeking information a more effective and pleasing activity (see Jul and Furnas
1997).

On the other hand, Norman (1993, pp. 175-180) has argued against the use of navigation
metaphor. He indicates that this metaphor relies on spatial organization, which only
works when the space is small and when a natural mapping between the information
items and the spatial location exists. In the context of large information spaces, Norman
proposes a retrieval-by-description alternative based on the way people retrieve
information from their memory: think of a telephone number, and out it comes. However,
he has overlooked the fact that knowing the structure of an information space may be as
important as finding a specific piece of information in that space. For example, Doerry et
al. (1997) in their work on the design of a database for research geneticists have found
that, while users have little trouble finding specific data, they frequently become confused
during multi-step data manipulation that requires the understanding of relationships
between these data. In generative design systems, knowing the relationships between
different pieces of information created during a design session is important to the
designers (as discussed in the previous section). Therefore, the retrieval-by-description
method suggested by Norman cannot provide adequate support for generative design
systems.

Nevertheless, the field of information navigation research to date is still in its infancy. As
Lakoff and Johnson (1980) have pointed out, each metaphor hides more than it highlights.
Further theoretical and empirical work is needed to determine the appropriateness of
employing the metaphor.

1.4 Research Objective and Approach
This research assumes that all information generated during a design session should be
preserved and made available to designers. The goal of the research endeavor has been to
develop a method that allows designers to easily access desired information in a generative
design system where all intermediate design decisions and solutions are maintained. In
particular, the research seeks to establish a model (i.e. a mathematical formulation) to
describe all types of information, in generative design systems, that may interest
designers and the relationships between different types or pieces of information.
Furthermore, to achieve the ease-of-access idea, the navigation metaphor is employed
based on an extensive literature survey. As a result, this research has developed a
framework for supporting navigation in generative design systems; demonstrated the
approach by implementing it in a generative design system prototype that specialized in
2D spatial layout design; and examined the validity of this approach through the usability
evaluation of the prototype.

1.5 Dissertation Road Map
This dissertation is organized as follows:

• In Chapter 2, I examine the background related to the research. This background
study covers a survey of literature from areas of human spatial cognition, wayfinding
behavior in real-world environments, and navigation in computer environments. In
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addition, I provide a comparison between navigation tasks in the real-world
environments versus computer environments.

• In Chapter 3, I present the approach to support information navigation in generative
design systems. The approach provides a model to describe the information space in
generative design systems, defines a set of basic navigation operations for users, and
offers guidelines for developers to design navigation support in this type of design
system.

• In Chapter 4, I describe a software framework that implements the concepts
presented in Chapter 3. The use of this framework is illustrated through an example
application.

• In Chapter 5, I introduce a hybrid software engineering and usability engineering
process to develop the software framework and the example application described in
Chapter 4. This process enables developers to incorporate usability evaluations early
in the software design stage with little or no additional effort.

• In Chapter 6, I validate the concepts presented in Chapter 3 and the implementation
described in Chapter 4 through a case study. In addition, I discuss findings from pilot
usability studies including an empirical study and a formal usability evaluation.

• In Chapter 7, I summarize the dissertation and the research contributions, and
discuss a number of future research directions for supporting information navigation
in generative design systems.
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2. Background

This research is the first study on supporting navigation in generative design systems.
However, navigation issues had been studied early on in database systems and recently in
hypertext and hypermedia environments. These computing environments manage
information spaces, where information is organized in certain structures that are
meaningful or useful to users. In addition, the human’s ability to navigate in a computing
environment may rely on human spatial cognition. Therefore, I review the literature
related to wayfinding in physical environments (or physical spaces) to understand the
cognitive aspects of the task and the navigational supports used in physical spaces.
Furthermore, I compare navigation tasks in computing environments (information
spaces) vs. physical environments (physical spaces). This chapter presents the related
background and supporting knowledge for the research.

2.1 Wayfinding in Physical Spaces
When studying the issue of “navigation in information spaces,” one cannot overlook its
analogous situation of navigation in physical spaces. What enables people to find their
ways through cities, jungles, or vast oceans? and what aids do people have to improve
their wayfinding and keep them from being lost in these environments? The same
questions need to be answered when the surroundings are not physical landscapes but
abstract information spaces. Studies of human spatial cognition propose cognitive
mapping theory (or variations of it) to answer the first question. Accordingly, researchers
of environmental design propose answers to the second question and set up design
guidelines for man-made spaces.

2.1.1 Spatial Cognition

Cognitive mapping has been the primary theory of human spatial cognition proposed in
the literature. Discussions focus on cognitive mapping as the spatial cognition process and
cognitive map as the organization structure of spatial knowledge. These studies are based
on insights into human spatial ability.

Developmental psychologist Jean Piaget first reported human spatial ability through his
studies of children’s cognitive development (see Piaget and Inhelder 1956). The spatial
ability is one’s ability to recognize objects in the environment and the spatial relations
between these objects. To recognize and relate objects in our surroundings, three strategies
are believed to be common to human beings. They are egocentric, fixed, and abstract
systems of reference (see, e.g. Piaget and Inhelder 1967; Hart and Berzok 1982). For a
child, these strategies are developed in the order stated above, from simple to complex.
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However, researchers have demonstrated that both children (Down 1985; Hart and Berzok
1982; Mandler 1988; Pick and Rieser 1982; Somerville and Haake 1985) and adults
(Gärling, Böök, and Lindberg 1985; Mandler 1988) use all three strategies in various
situations. The ability to form topological relations, such as proximity, separation, open,
close, and between, is observed as early as the egocentric system of reference; whereas
Euclidean relations, such as proportional scale, distance estimates, and coordinates are
observed only in the abstract system of reference.

Our daily spatial tasks are based on spatial knowledge which we gather from the
environment. Warner Brown’s study (1932) on wayfinding behavior of blindfolded
subjects indicates that “... subjects seemed to use at least three different kinds of
orientation: a memorization of the sequence of movements, usually difficult to reconstruct
except in correct sequence; a set of landmarks (rough boards, sound sources, rays of
sunlight that gave warmth) which identified localities; and a general sense of orientation
in the room space (for example, the solution might be imaged as a general movement
around the four sides of the room, with two excursions into the interiors).” Not
surprisingly, Thorndyke and Goldin (1983) describe spatial knowledge in terms of three
levels of information: landmark, procedural, and survey knowledge. Each level of
knowledge builds on previous levels of knowledge. Landmark knowledge represents
information about the perceptually salient objects in the environment. Procedural
knowledge (or route knowledge) represents information about the sequence of actions
required to follow a particular route. Survey knowledge represents topological
information.

Spatial knowledge is stored in cognitive maps. Studies (Downs 1985; Hart and Berzok
1982; Pick and Rieser 1982) suggest that a subject may develop different cognitive maps
through the use of the three different cognitive mapping strategies (i.e. egocentric, fixed,
and abstract systems of reference). Lynch (1960) observes that a person may have different
images of a city and that these images are “arranged in a series of levels, roughly by the
scale of area involved, so that the observer moved as necessary from an image at street
level to levels of a neighborhood, a city, a metropolitan region” (Lynch 1960, p. 86).
Tversky (1993) refers to these images as cognitive collages which “are thematic overlays of
multimedia from different points of views” (Tversky 1993, p. 15). Furthermore, among the
three levels of spatial knowledge, landmark knowledge is the essential knowledge in
human cognitive maps or collages (Down 1985; Gärling, Böök, and Lindberg 1985;
Golbeck 1985; Hart and Berzok 1982; Lynch 1960; Mandler 1988; Pick and Rieser 1982;
Somerville and Haake 1985; Tversky 1993). In addition, landmarks “facilitate the
encoding and retrieval of information about spatial location” (Golbeck 1985).

Devlin (1976) categorizes landmarks into two types: physical-perceptual and functional.
Physical-perceptual landmarks are usually public facilities. They are well-known and
shared by people who are familiar to the area. Functional landmarks are usually
developed due to an individual’s needs, such as grocery shopping, health care. These
landmarks are personal and may be shared among a small group of people. For example,
a small coffee shop may be considered a landmark by its frequent visitors, but not the
general public. In her study of people navigating in a small town (Idaho Falls, Idaho),
physical-perceptual landmarks constitute less then 25% of all landmarks identified by
participants. Participants usually utilize functional landmarks in their daily navigation
tasks. 
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Issues of wayfinding and spatial orientations are also examined in the context of urban
planning and architectural design. This literature is summarized in the following section.

2.1.2 Environmental Design

Cities and buildings are man-made spaces where most of us perform daunting
wayfinding tasks daily. Unfortunately, not all of these spaces provide adequate supports
for navigation (i.e. people get lost in the cities or buildings). Lynch (1960) identifies a
measure called legibility (or imageability). Legibility refers to the ease with which a city’s
parts can be reorganized and organized into a coherent pattern, or the ease with which a
place can be mentally represented. Environments with high legibility or imageability are
easier for people to navigate in than those with low legibility or imageability.
Environmental design studies aim at improving this quality of man-made environments.

Lynch (1960) identifies five functional elements of a city. They are paths, edges, districts,
nodes, and landmarks. Paths are channels of movement, such as walkways, streets,
railroad, and so on. Edges are boundaries between regions, such as walls or rivers.
Districts are sections of a city, which are distinguishable as having some common,
identifying characteristics. Nodes are spots in a city where the observer can enter, for
example, mass transit stations or bus stops. They are usually the connections of paths.
Landmarks are point-references that are external to the observer. Although Lynch
emphasizes visual characteristics of landmarks, other studies have shown that the
identification of landmarks does not solely base on visual features. For example, Devlin’s
(1976) study shows that at least 75% of the landmarks identified by participants are based
on functional features.

Passini (1984) outlines the elements of environmental design in three categories: signs,
organization, and maps. Signs are simply used to communicate information such as
direction to a place, identity of a place, or reassurance. Use of organizational elements can
improve legibility of a space. They contain the five functional elements of a city described
above. He proposes the application of these functional elements in architectural designs.
Maps provide survey information. Passini describes three types of map: plans, views, and
fantasy drawings.1

Lynch (1960) describes design principles for the five functional elements of the city. For
example, he advocates singularity or figure-background clarity and form simplicity for the
design of districts, continuity and clarity of joint for designing edges and paths, and
dominance for landmark design. In addition, Lynch also emphasizes principles that
concern movements and time, since time is often treated as the distance measure in
human wayfinding tasks. These principles, in essence, focus on ensuring legibility of each
functional element, which in turn will produce legible city environments.

Passini (1984) takes a process-oriented approach to the environmental design issues. He
develops a seven-step design method to guide designers. His design process starts with
identifying the pertinent wayfinding tasks  and understanding the user profile. In the third
and forth steps, the appropriate condition is identified for each task, then the condition is
analyzed along with the consideration of users to define the design requirements. Next, the

1. Plans indicate the metric properties or topological structure of the whole space; views are similar to
plans but have a perspective and usually in 3D; and fantasy drawings emphasize parts of a space
but giving minimal sense of the whole.
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specific wayfinding solution for each task is developed according to the design
requirements. Based on wayfinding solutions, the supportive information is identified and
incorporated into the final design solution. Passini’s goal is to design the spaces which
accommodate wayfinding tasks by providing necessary environmental information
without sensory or information overload.

Researchers, particularly Lynch and Passini, have shown environmental design principles
and methods which reflect their dependency on the human cognitive process in the
physical environments. Legibility or imageability of a space is determined by the human’s
cognitive maps. Conversely, a space with high legibility or imageability can assist the
development of the human’s cognitive maps of the space.

2.2 Navigation in Information Spaces
The literature reviewed in this section covers research and applications in human-
computer interaction (HCI), database management, hypermedia systems, World-Wide
Web (WWW), computer graphics, geographical information systems (GIS), and other
areas related to information management. There are two fundamental questions of
information navigation: what are vehicles for navigation? and how to visualize
information spaces? Research prototypes and applications address the first question by
providing various types of navigational support. Novel visualization techniques are
introduced to address the second question. In addition, specific research efforts that offer
answers to both questions are reviewed to understand the related past or on-going efforts.

2.2.1 Navigational Supports

Navigational supports in an information space can be considered at two levels:
framework and operation. Navigation operations are basic tools, which are analogous to
compasses, maps, or vehicles we use to navigate and move around in the physical
environment. A navigation framework provides a visual representation of an information
space and a consistent interaction mechanism which integrates different navigation
operations.

Studies about information navigation have been conducted early on in connection with
hypertext systems2 and more recently with the WWW environment. In summary, four
types of navigation frameworks have been described:

• Hyperlinks: navigation through sensitive objects in an information space, where the
information may or may not be structured; WWW browsers (such as Netscape or
Mosaic), KMS (Akscyn, McCracken, and Yoder 1988), and InfoGrid (Rao et al. 1992)
are of this type.

• Hierarchies or networks: navigation through nodes in an information space, where
the information is organized into hierarchies (e.g. Rivlin, Botafogo, and Shneiderman
1994) or networks (e.g. Thüring, Haake, and Hannemann 1991) and views of the
overall or partial information space are provided.

2. See Balasubramanian (1994) for a review of several hypertext systems, as well as issues concerning
navigation in these systems.
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• Portals or wormholes: navigation through interactive zooming and panning in an
information space; the zoom operation can activate a view (portal) which displays
the selected information at different scales or in different formats (Perlin and Fox
1993), or a view (through a wormhole) that displays additional data related to the
selected information (Woodruff et al. 1994).

• Architectural places : navigation through virtual spaces, such as cities, buildings, or
rooms. For example, the Information Visualizer (Clarkson 1991) supports navigation
through rooms (information clusters) in an information space modeled as the interior
of a physical space with rooms and doors displayed in 3D or 2D views.

Different navigation frameworks support different operations to navigate in their
respective information spaces; but in general, navigation operations can be categorized
into four types:

• Go to: moving from place to place; examples are highlighted links, or Home,
Forward, Backward commands in WWW browsers.

• History or Path: retracing the steps and keeping records for quick accesses, e.g.
History, and Bookmark/Hotlist utilities in WWW browsers and retracing in
FrameMaker Help.

• View: viewing the information space and showing current location, e.g. panning and
zooming in Tioga (Woodruff et al. 1994) and location indication in FrameMaker Help.

• Search: finding a set of places that satisfy certain criteria, e.g. search facilities in
WWW.

2.2.2 Visualization Techniques

Unlike the physical environment where most landscapes and terrains have existed for a
long time, the information space has to be constructed. In order to support navigations in
information spaces, many researchers focus their efforts on answering the question: How
to visualize it?

Visualization is the key in supporting navigation in computing environments. Research
has shown that human spatial cognition applies to interactions in information spaces
(Darken 1996; Mantei 1982). A good visualization of an information space provides a
coherent representation of the space, supplies the user with desired information, and
minimizes the user’s memory load.

The visualization techniques proposed in the reviewed literature can be categorized into
several types:

• Traditional methods. This type of method is often used to visualize statistical
information. Tables, panels, graphs, scatter plots, and maps are products of this
visualization technique. It has been used as a common approach to visualize high-
dimensional objects (i.e. objects with more than three dimensions of interest) by
presenting the two primary dimensions in 2D, and supplying visual cues (such as
colors, patterns, and texts) to distinguish additional dimensions. (For examples, see
Chimera 1991; Plaisant, Carr, and Shneiderman 1994; Zarmer and Chew 1992.)

• Nodes and links. This technique is used to visualize information with hierarchical or
network structures, where nodes represent data sets and links between nodes depict



Background 12

relationships between data sets. The visualization usually takes the form of 2D or 3D
trees or networks (see, e.g. Pitkow and Bharat 1994; Wood et al. 1995), 3D cone trees,
or structured hyperlinks (Mukherjea and Foley 1995).

• Multiscale views. In this technique, the information is presented at different scales to
show the data of focus (in the largest scale) as well as contextual information. There
are two types of multiscale displays: focus+context (Brown, Meehan, and Sarkar 1993;
Lamping and Rao 1994; Sarkar et al. 1993) and pan+zoom (Bederson and Hollan 1994;
Bier et al. 1993; Lieberman 1994; Perlin and Fox 1993; Rennison 1994). A
focus+context scheme displays information at continuous scales, while a pan+zoom
interface uses discrete scales. However, the pan+zoom interface provides possibilities
for many scales overlaying at one time, while the focus+context scheme provides a
single view of the information space.

• Perspective views. This is used to present multi-attribute information three-
dimensionally; for example, the Perspective Wall in Mukherjea and Foley (1995), or
the Time Lattice in Mackinlay, Robertson and DeLine (1994).

• Memory palaces . This is an ancient architectural mnemonic which associates things
to be remembered with architectural spaces (Yates 1966). Although they do not
mention it explicitly, information visualization systems use visual metaphors such as
the buildings/rooms metaphor (e.g. Clarkson 1991; Staples 1993) and city/landscape
metaphor (e.g. Turtiainen and Auer 1995) to organize data spaces.

With the development of the WWW and Internet, local information spaces can now
connect with one another. Many researchers recognize this emerging information universe
of interconnected information spaces. This emerging information universe is generally
referred as cyberspace. Unlike the information space discussed in the information
visualization literature, where the structure of an information space (relationships
between data) is well-defined, the structure of the cyberspace is still under investigation.
Recent cyberspace research has focused on modeling the cyberspace.

2.2.3 Cyberspaces

Although there are many definitions of the term cyberspace (see, e.g. Benedikt 1991;
Woolley 1992), it was first described by William Gibson3 as a consensual hallucination.
However, among all those definitions, Benedikt (1991) proposes a definition and a model,
which is most relevant to this research. Benedikt’s proposal is briefly described in this
section.

Benedikt (1991) defines cyberspace as a “globally networked, computer-sustained,
computer-accessed, and computer-generated, multidimensional, artificial, or ‘virtual’
reality.” He further elaborates:

... In this reality, to which every computer is a window, seen, or heard objects are neither
physical nor, necessarily, representations of physical objects but are, rather, in form,
character and action, made up of data, of pure information. This information derives in part
from the operations of the natural, physical world, but for the most part it derives from the
immense traffic of information that constitutes human enterprise in science, art, business,
and culture.

3. Gibson first used the term in his science fiction Neuromancer (Gibson 1986).
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The dimensions, axes, and coordinates of cyberspaces are thus not necessarily the familiar
ones of our natural, gravitational environment: through mirroring our expectations of natural
spaces and places, they have dimensions impressed with information values appropriate
for optimal orientation and navigation in the data accessed. (Benedikt 1991, pp. 122-123)

In his definition, database environments, the WWW, the Internet and many other local
networks, and even the information spaces in generative design systems are all
cyberspaces. Benedikt proposes a model of the cyberspace and suggests several
visualization methods. Among his proposals, the most interesting one is the idea of
extrinsic and intrinsic dimensions and the notion of space folding and unfolding based on
it.

Extrinsic dimensions record the spatio-temporal location of an object. Intrinsic properties
of an object (or attributes that are independent of its position), such as the color, shape,
weight, size, are considered as intrinsic dimensions. Assume that there is an N-
dimensional data space which has n extrinsic dimensions and m intrinsic dimensions:
then

N = n + m (N > 0, 0 < n < 5)
(# of) system dimensions = (# of) extrinsic dimensions + (# of) intrinsic dimensions.

A natural way of visualizing this N-dimensional data space is to render it in a 3D space
using its extrinsic dimensions and merge data of the intrinsic dimensions. However, it
may be desirable to view an object in its larger context. To do so, Benedikt proposes the
unfolding operation such that “when an object unfolds, its intrinsic dimensions open up,
flower, to form a new coordinate system, a new space, from (a selection of) its (previously)
intrinsic dimensions.” Therefore, an object can be seen with its entirety when all its
intrinsic dimensions are unfolded. Figure 2-1 shows an example of unfolding.

Figure 2-1: An example of unfolding
The intrinsic dimensions of the six-dimensional data object p, located at (x,y,z) in the (extrinsic)
dimensional space of XYZ, are unfolded into the space of ABC and have the value given by the
location (a,b,c). Reproduced from Benedikt (1991).
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There are some information visualization systems which implement Benedikt’s ideas; for
example, the LEADS project (Ingram and Benford 1995a, 1995b) described in the next
section.

2.2.4 Information Visualization Systems

The information visualization systems briefly described below are related to the research
area of information navigation. These systems are not designed specifically for
visualization purposes, but techniques employed in these systems are relevant to this
research.

A4

Hovestadt (1993) proposes a method to structure the data needed in building design,
construction and management. The system is called A4. Its data space is
multidimensional, where each dimension represents a specific design feature. A4 includes
as dimensions the x-, y-, z-coordinates, time, precision, morphology, size, aspect,
alternatives, timetag, and user IDs. Each dimension is considered an axis in a
multidimensional space modeled as a Cartesian coordinate space. Any design object is
viewed as a point in that space whose coordinates are given by the location of the object’s
features on their respective axes. A strong underlying assumption is that the feature
values are independent and can be linearized so that each feature value marks a unique
point on the respective feature axis. Two commands, moveTo and Forget, are provided for
navigation in the data space.

Fisheye views

Hierarchical Structures are often visualized using 2D tree or network diagrams (see, e.g.
Pitkow and Bharat 1994). However, traditional tree or network views become
unmanageable when the number of nodes increases. The fisheye view technique (a kind
of focus+context scheme) addresses this problem by enabling users to focus on the
information of interests while maintaining the relationships between those focused data
and the overall context (see, e.g. Brown, Meehan, and Sarkar 1993; Lamping and Rao
1994). 

Using a similar technique, Sarkar et al. (1993) demonstrate the rubber sheet metaphor,
which also provides the opportunity to display multiple scales in one view within a
focus+context visualization scheme. They propose the metaphor of rubber sheet
stretching for viewing large and complex layouts within small display areas. As the user
stretches an area, a greater level of detail is displayed inside this area. This technique is
similar to the fisheye view technique described above. However, the method contains
mechanisms to stretch arbitrary (orthogonal or polygonal) regions and multiple foci,
which fisheye views do not support.

Galaxy of News

Rennison (1994) introduces a system called Galaxy of News. At the heart of the Galaxy of
News is an engine that constructs an associative relation network (potentially
multidimensional) that automatically builds implicit links between related articles.
Although the information space contains relationships that are multidimensional, not all
elements of the relational hierarchy are visible at a single glance; rather, only elements
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that are relevant to the user’s present view are shown in the pan+zoom visualization
scheme with overlapped transparent displays.

HyperSpace

HyperSpace (Wood et al. 1995) is a WWW visualizer developed in the Advanced
Interaction Group at University of Birmingham, UK. It organizes the selected areas of
WWW according to a set of user-defined criteria, for instance, by displaying related topics
adjacent to each other while keeping unrelated topics separated. The information space is
displayed three-dimensionally. A WWW page is represented as a sphere; and hyperlinks
between pages are represented as links between spheres.

This system is based on a more general information visualization system, Narcissus
(Hendley et al. 1995). Unlike most other information visualization systems which use
global layout algorithms or apply statistical techniques to produce clusters of related
objects (e.g. LEADS and Navigational View Builder in the following text), Narcissus uses
the technique of self-organizing systems. It adopts a forced-directed placement method4

for the spatial layout of objects. The behavior (movement) of an object is determined by
two classes of force: the repulsive force between objects and the attractive force between
related objects. Once objects are released into the information space, they “migrate
through space so that they are spatial[ly] close to those objects with which they are
semantically related” (Hendley et al. 1995). Hendley et al. (1995) also suggest that such
visualization system can lead users to form an intuitive understanding of the structure
and behavior of the domain represented in the information space.

Information Visualizer

The Information Visualizer project at Xerox PARC (Card, Robertson, and Mackinlay 1991;
Clarkson 1991) provides 3D rooms as multiple virtual workspaces, and interactive objects
for different visualization methods. A room is defined by a task-oriented clustering of
information. Rooms are connected by doors. “Work is distributed throughout a collection
of 3D/2D rooms furnished with interactive objects such as walls and floating trees”
(Clarkson 1991). Two of these visualization methods are the Spiral Calendar for rapid
access to an individual’s daily schedule, and the Time Lattice for analyzing the time
relationships among the schedules of groups of people (Mackinlay, Robertson, and
DeLine 1994). Clarkson (1991) claims that these visualizations are “designed to shift work
to your perceptual system, freeing the conscious mind to work on larger problems.”

The room metaphor in the Information Visualizer is a very clear example of using the
memory palace technique. Staples (1993) suggests another use of the same technique in
the GUI (graphical user interface) desktop by rendering the interface as the interior of an
office space, where the information is clustered into drawers of a cabinet or a picture on
the wall. NetRepreneur (Turtiainen and Auer 1995) is yet another example of using the
memory palace technique. The system provides a personal workspace as a virtual city
where information is accessed through visiting buildings, such as library, hospital, circus,
and so on.

4. This is a method for dimensional reduction (laying out high-dimensional data in a 2D or 3D space)
based on optimization. A graph is modeled as a physical system of rings and springs. This system
is arranged in some initial layout and let go so that the spring forces on the rings moves the system
to a minimal energy state. For further discussion, see Fruchterman and Reingold (1990).
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LEADS

LEADS is one of the on-going research projects in the Communication Research Group at
the University of Nottingham, UK. It aims to improve the legibility of virtual
environments. To achieve this, Ingram and Benford (1995a, 1995b) propose an approach of
adapting findings from the environmental design literature, particularly, Lynch’s (1960)
five features (landmarks, districts, paths, nodes, and edges) of city landscapes. LEADS
provides the legibility features as a layer on top of an information visualization system. It
identifies districts in a data space as clusters of items that are closely related. Landmarks
are positioned at the center of a region of dense districts. LEADS places edges in the space
between districts that are significantly large. Finally, nodes and paths are features
evolving out of the use of data space. In addition to these features, LEADS places
signposts near major nodes. To overcome the absence of a ground-plane in an information
space, the system provides an optional “axes object” for orientation in the data space.

One of the visualization systems that LEADS is based on is Q-PIT (Benford and Mariani
1994), which is a database visualization tool developed in the same research group. The
design of Q-PIT follows the cyberspace model proposed by Benedikt (1991). The system
maps attributes of database information to extrinsic and intrinsic types according to the
user specification. Some intrinsic attributes may be visualized using different shapes of 3D
objects (e.g. cubes, spheres, cones) or rotation speeds of objects.

Navigational View Builder

Mukherjea and Foley (1995) describe the Navigational View Builder as a tool to assist
users visualizing information. They first propose four strategies to structure the
information: binding (assigning visual properties, e.g. color, to different data), clustering
(grouping files that are closely related), filtering (allowing user control), and
hierarchization. The Navigational View Builder provides several visualization methods.5

The network overview displays information in a 2D graph, where nodes and links are
rendered according to different bindings defined by the system or the user. After
hierarchizing the information, the system supports table-of-contents, 3D trees, 2D trees,
cone trees, or treemaps view to display the data space. “Perspective walls” is another
visualization method to view data that have a high number (usually more than 4) of
attributes or associations to other data. Examples of visualizing the WWW using the
Navigational View Builder are demonstrated in Mukherjea and Foley (1995) as well as in
the Georgia Institute of Technology, Graphic Visualization Center website (URL http://
www.cc.gatech.edu/gvu/).

Pad and Pad++

Pad (Perlin and Fox 1993) is an infinite two-dimensional information plane. Objects are
organized on that plane geographically: every object occupies a well-defined region on
the plane’s surface. Portals are used for navigation; they act like magnifying glasses that
can peek into and roam over different parts of the Pad surface. The underlying
assumption for search is that all the information is there; to see more detail, you just have
to take a closer look. To facilitate the display, two techniques are used: “semantic

5. Some of these visualization methods, such as corn tree and perspective wall, are early research
results of Xerox PARC (Mackinlay, Robertson, and Card 1991; Robertson, Mackinlay, and Card
1991).
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zooming” and “portal filters.” Semantic zooming can be used to control the amounts or
types of information to be displayed at certain scales. Portal filters control how
information is displayed (e.g. in textual, tabular, chart or graphical format).

The Pad++ system (Bederson and Hollan 1994) is a successor of Pad. It uses a multiscale
view to present the user with an overview of a selected set of objects. The objects are
history-enriched and stored along with the interaction events that comprise their uses.
The display of a “history-enriched object” shows a graphical abstraction of the accrued
histories as part of the object itself.

Lieberman (1994) demonstrates a macroscope technique that is very similar to the semantic
zooming in Pad. However, his technique utilizes a multi-layer translucent display that
allows users to receive new information after zooming while keeping track of the
surrounding context. These translucent layers are analogous to yellow tracing papers
used by architects.

Starfield displays

Starfield displays introduced by Ahlberg and Shneiderman (1994) are 2D scatterplots of a
multidimensional database, where every item from the database is represented as a small
colored glyph whose position is determined by its ranking along ordinal attributes laid
out on multiple axes. These displays use a common approach to visualize high-
dimensional objects (i.e. objects with more than three dimensions of interest) by
presenting the two primary dimensions in 2D, and then supplying visual cues (such as
colors, patterns, and texts) to distinguish additional dimensions.

Tioga

Woodruff et al. (1994) describe a system that allows flight-simulator navigation through a
multidimensional data space, and incorporates wormholes to allow tunneling between
different multidimensional spaces. Wormholes are similar to hyperlinks in a hypertext
system. The flight-simulator navigation provides panning and zooming functions. Unlike
the normal zooming function (which enlarges a certain portion of the display), the
zooming in Tioga shows enhanced detail. Users are allowed to control the range and the
elevation (depth) of the zoom window. In addition, Woodruff et al. discuss the handling of
multiple browsers to support multiple views.

Worlds within worlds

Feiner and Beshers (1990) propose a worlds-within-worlds metaphor that introduces
infinite entries into different dimensions. This metaphor reduces the complexity of a
multidimensional space by holding one or more of its independent dimensions constant
to decrease the number of dimension to three and then embeds in this 3D world another
3D world that represents three additional dimensions. The position of the embedded
world’s origin relative to the containing world’s coordinate system specifies the value of
three of the inner world’s variables that are held constant. This process can then be
repeated by further recursive nesting of heterogeneous worlds to represent the remaining
dimensions. Example applications are demonstrated in the financial visualization
domain. This project provides an excellent example of a cyberspace and its unfolding
described in Section 2.2.3 of this chapter.
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2.2.5 Conclusion

Although information navigation has been a research focus for the past few years, little
formal studies have been conducted to examine to what extent navigational behavior in
computing environments is affected by human spatial cognition. Among the literature
that I have reviewed, only three systems, LEADS reviewed in Section 2.2.4 (Ingram and
Benford 1995a, 1995b), HP UVE Help and Access HP (Nabkel and Shafrir 1995) do take
account of cognitive maps and environmental design principles. Unfortunately, none of
them have provided evidence to support the researchers’ assumptions. A recent study on
wayfinding in virtual environments by Darken (1996) demonstrates that “real-world
wayfinding and environmental design principles are effective in designing virtual worlds
which support skilled wayfinding behavior.” However, the virtual worlds investigated by
Darken (1996) are, unlike the visualizations of most information systems, abstract
representations of the physical world in a Virtual Reality (VR) environment, i.e. virtual
islands in the virtual ocean; this may confine his results. Nevertheless, his research is a
first step in the area of information navigation (Darken 1996). Further studies are
necessary to validate such claims because of obvious differences between physical and
information spaces (see Section 2.3 below).

The research efforts described above pay more attention to elements on cognitive maps
and less on organization structures. Through the reviewed human spatial tasks literature,
an interesting concept emerges, which I call levels of abstraction; that is, people may
develop multiple cognitive maps (or multiple layers in a cognitive map) each of which
represents the same space in a different level of details or based on a different point of
view. These cognitive maps (or cognitive map layers) are what Lynch (1960) calls different
images, arranged in a series of levels, of a city. In Tversky’s (1993) term, they are cognitive
collages that “are thematic overlays of multimedia from different points of view”
(Tversky 1993, p. 15). Interestingly, this concept has been used in some GIS visualization
designs (e.g. Lieberman 1994).

2.3 Physical Space vs. Information Space
In this section, I will discuss the differences and similarities between navigation tasks in
physical and information space. The purpose is to examine whether cognitive map
theories and environmental design principles are applicable to the design of information
spaces.

2.3.1 Differences

Differences between the physical space and information space can be grouped into three
areas: contents, structure, and human-space relation. 

• Physical space provides a wide variety of cues; information space has limited
variety of cues.
The contents of a space constitute the primary distinction between the two types of
spaces. In the physical space, people use all their senses (sight, touch, taste, smell,
hearing, and so on) so they can remember a café because of the aroma of roasted
coffee beans, the art deco style interior design, the live acoustic music performance on
every Thursday evening, or the warm sunlight at a corner of the store in a winter day.
In the information space, stimuli are usually restricted to visual and auditory ones.
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For human sensory input, the physical space is a rich environment because it provides
many stimuli. The information space, on the other hand, is a rather homogeneous
environment in the same respect. The richness of the physical space enables people to
select different landmarks based on their individual navigation needs. In the
homogeneous information space, where most objects are usually presented similar to
one another, it is difficult to differentiate one thing from another, let alone to identify
landmarks. In short, the contents of the information space hinder users’ construction
of cognitive maps. Or in Lynch’s (1960) term, the information space has low legibility.

• Structure of the physical space is stable; structure of the information space is
dynamic.
The structure of a space is determined by all objects in the space and all relationships
between any two objects. The structure of the physical space changes very little and
slowly when considered for our daily navigation needs. People usually don’t worry
about what the world will look like tomorrow when they go to bed tonight. In the
physical space, landmarks, paths and other elements in people’s cognitive maps are
likely to stay for at least several years. Occasionally, people may realize a shoe store
has changed to a book store, or an old building has been torn down. Nevertheless, this
kind of surprise rarely happens because most changes are gradual. Devlin (1976)
found subjects’ cognitive maps evolve as they become acquainted to a new
environment. Lynch (1960) observed that people construct their cognitive map of the
environment at different levels, for example, from the street level, or at the
neighborhood level. One basic criterion for these phenomena is that the environments
are stable.

On the other hand, the structure of the information space changes constantly. Take the
WWW for instance: every day, new web pages are added, old ones removed, or have
their contents modified. Due to the dynamic nature of the information space, users
who are given enough cues to allow them to build up their first cognitive map, may
still have difficulties maintaining it. Consequently, the information space has low
imageability (Lynch 1960).

• People navigate “inside” the physical space; but users navigate “outside” the
information space.
In the physical space, most people navigate at street level, that is, they are submerged
in the environment; their navigation relies mainly on spatial relations (in landmark
and procedural knowledge), such as next to, to the right, and so on, in reference to
nearby landmarks and roads rather than the survey knowledge, such as 2 miles east
of CMU (see Section 2.1.1). Furthermore, observations have shown that even the
navigation at the same street level, cognitive map of an automobile rider may vary
drastically from that of a pedestrian (Downs 1985).

In the information space, users usually navigate at the overview (or bird’s-eye) level,
where the structure of the space is present. Consequently, this may encourage users to
use their survey knowledge. Navigating at the overview level, users may feel the
power of being able to control the environment, which is almost not available in the
physical space navigation; however, they may not have the strong sense of direct
engagement with the environment, which is common in the physical space
navigation. Information space navigation may allow users to navigate at the
document level, such as moving through web pages, which seems equivalent to the
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street level in the physical space. However, “lost in the hyperspace” has been an issue
in this type of information navigation (Edwards and Hardman 1989; Thüring, Haake,
and Hannemann 1991; Bederson and Hollan 1994; Dömel 1994; Rivlin et al. 1994;
Mukherjea and Foley 1995).

2.3.2 Similarities

There are also similarities between navigation in the physical space and information
space: use of sequential wayfinding strategies, visual references, and levels of abstraction. 

• Sequential way-finding strategy
A sequential wayfinding strategy memorizes and recalls a sequence of movements; it
is a rudimentary human spatial ability (Brown 1932; Hart and Berzok 1982; Somerville
and Haake 1985). People remember the path they take to reach a destination, such as
the daily route to school or work. Similarly, when navigating in WWW, people
remember sequences of locations to reach a certain web-site or utilize history tools
provided by WWW browsers. 

• Visual references
Prominent visual references in physical spaces are landmarks. Researchers (Devlin
1976; Lynch 1960; Hart and Berzok 1982; Gärling et al. 1985; Golbeck 1985; Mandler
1988) have shown that people use all kinds of landmarks. As mentioned in the
previous section, landmarks are important in cognitive maps and serve as references
to support the recall of a path to some place. Although landmarks are difficult to
identify in information spaces, people usually extract visual references (such as
special icons) from the information and use these references later to verify if they are
on a correct path. Nabkel and Shafrir (1995) recognize the importance of cognitive
maps and utilize the saliency of visual references to design the Access HP web-site.

• Levels of abstraction
Finally, people have different cognitive maps (or cognitive collages, or images), each
of which represents the same physical space (city) at a different level of detail or is
based on a different viewpoint (Lynch 1960; Tversky 1993). Providing information at
different levels of abstraction has long been supported in information spaces,
particularly by GIS and database visualization systems.

The similarities between navigation tasks in physical and information spaces suggest that
cognitive mapping and environmental design principles may be of use in information
space navigation. However, the differences have to be taken into account if one should
decide to apply these principles in designing information navigation support.

2.4 Summary
Comparisons between navigation tasks in physical spaces and information spaces show
that cognitive mapping theories and environmental design principles may be applicable
to the design of navigation supports in the information spaces. However, not all
information spaces are created equal. The information spaces mentioned in this chapter
can be roughly categorized into two types based on their stability: the ones that have well-
defined boundaries (i.e. have a fixed amount of content) and do not change over time such
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as hypertext help systems and GIS; and others that do not have clear borderlines because
the amount of information they contain changes all the time such as databases and WWW.
An information space of the former type is easier to manage because the space is fully
“known” in advance so that a definitive map of it can be provided; whereas a space of the
latter type may require an imposed structure by the developer of the space, otherwise,
navigators of the space may have to construct their own maps through serendipitous
discovery. Jul and Furnas (1997) describe another classification based on a structural
characteristic: a moderated information space, such as databases and help systems, of
which the structure has been coordinated or controlled versus a non-moderated one, such
as WWW. These categorizations seem to suggest that information spaces are either “stable
and structured/moderated” or “dynamic and unstructured/non-moderated.”

The information space within a generative design system may not fit well into the two
kinds of categorization described above. Particularly, this space is created and populated
by the designer during a design session; i.e. a navigator of the space is also the creator of
that space. This is very distinct from the information spaces reviewed in this chapter. An
examination into the nature of the information space in generative design systems will be
discussed in the following chapter. Nonetheless, supporting navigation in the generative
design systems should take account of issues discussed in this chapter.
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3. Information Navigation in 
Generative Design Systems

Imagine a designer who is solving a design problem with the assistance of a generative
design system. The system accepts an explicit representation of the requirements to be
satisfied, called a problem, which the designer can modify interactively and dynamically.
The system is able to use these requirements when it assists the designer actively in the
generation of solutions satisfying the requirements. The designer first defines the problem
(A) in the system. Realizing that the problem is too complicated, she decomposes the
problem into five subproblems (A1-A5). She then employs the generative mechanisms of
the system to produce solutions to the subproblems and, by combining them in different
ways, two alternative solutions (S1 and S2) of the overall problem. At this point, she
decides to loosen the constraints on a subproblem (A5’) because she is not satisfied with
either S1 or S2; this, in turn, automatically leads to an alternative formulation (A’) of the
top problem (A). Working on the alternative problem, she arrives at another solution (S3).
She examines the solutions and decides that she should approach the design problem in
yet another way. Thus, she defines a new problem (B), and continues in this manner
through an arbitrary number of iterations.

The scenario above describes a design process that is supported by generative design
systems. The different problems, subproblems, solutions, and subsolutions created by the
designer are illustrated in Figure 3-1, together with the relationships between them.  We

Figure 3-1: Problem space and solution spaces
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can easily imagine that, as the design process continues, more solutions and alternative
problems will be created in the system. In addition, as the design problems become more
complex, the designer may decide to further decompose subproblems into sub-
subproblems. At some point during the design process, the designer may want to examine
design issues considered in different problem alternatives or to compare different
solutions. But how can she find these objects again and with ease?

The similarities between navigation tasks in physical and information spaces (see
Section 2.3 in Chapter 2) suggest that cognitive mapping and environmental design
principles may be of use in information space navigation. However, the differences have
to be taken into account. Differences of contents may be alleviated by visualization
techniques, i.e. by additional cues or other methods to allow landmark identifications. The
structural differences, however, are not as easy to handle. One approach is to show in
some way that there is a coherent structure underlying the space.

Based on the background literature survey, I have made the following assumptions to
utilize the navigation metaphor in the context of generative design systems:

1. The cognitive maps theory and environmental design principles are applicable to the
design of navigation supports in information spaces.

2. A coherent structure underlying a dynamically changing information space will help
navigators to anticipate the kind of changes that will take place or to predict certain
behaviors of the environment.

3. Information space visualization should provide visual affordance1 such that it leads
navigators to form an intuitive understanding of the structure and behavior of the
space.

Given these assumptions, I have developed an approach to support information
navigation in generative design systems. This approach first examines the nature of the
information space within a generative design system. The scenario presented in the
beginning of this chapter has shown that this space changes constantly, and that the
designer not only moves between objects in the space but also creates those objects.
Therefore, the approach aims at identifying a model of this ever-changing space in an
effort to provide a coherent structure underlying the space. Second, given such a model
describing the structure of the space and the kinds of objects within it, a set of operations
can be devised to support navigational activities. Finally, since different generative design
systems may provide different styles of user interaction, some principles for designing
navigation utilities are provided to guide system developers in creating navigation
utilities that are tailored to the needs of individual generative design systems. This is in
contrast to an approach that would provide one navigation utility to fit all generative
design systems.

1. The notion of affordance in this dissertation follows the concept described by Norman (1990). It
refers to the perceived and actual properties of an object. Affordance provides strong clues to how
an object could be used.
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3.1 Model of the Design Space
Recall the brief description of generative design systems in Chapter 1. In the research
literature related to generative design systems, the set of all possible problem definitions
and decompositions of a particular design problem is referred to as the problem space, and
the set of all possible solutions to a particular problem as the design space. Both concepts—
problem space and design space—originate from the information processing theory by
Newell and Simon (1972), in which a problem-solving activity is considered as the act of
searching through the state space of a well-defined problem. Solving a design problem,
therefore, is the process of exploring the space of designs, or the design space.

However, the space of designs, from the notion described previously, contains only
designs (solutions) of a particular problem definition. Recall the design scenario described
in the beginning of this chapter: during a design session, a designer may define a design
problem in many different ways. Therefore, the complete space of designs of a design
problem should include all design spaces of different definitions of the design problem.
Moreover, if a problem is decomposed into many subproblems (also as described in the
scenario), the complete space of designs should include all design spaces of different
subproblems. To be able to better represent and relate different pieces of information a
designer produces when solving a design problem (not just for a particular problem
definition), i.e. to be able to describe the information space in a generative design system,
I redefine the concept of design space as the information space of generative design
systems.  

Figure 3-2: Design space object relationship model
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3.1.1 Dimensions

The new concept of design space in generative design systems is shown in Figure 3-2. A
problem is a set of design requirements and other specifications that describe desired
properties of an artifact to be designed. As we have seen in Figure 3-1, a problem evolves
dynamically during the course of a design project as a designer iterates through problem
formulation/solution cycles. The set of all possible problem formulations that a designer
can define in the context of a given design project constitutes the problem space of this
project. The designer can decompose a problem into subproblems or revise a problem as
needed. The decomposition of a problem forms a problem hierarchy, and revisions of a
problem constitute a revision history. Therefore, the position of a problem in a problem
space can be uniquely identified through its positions in the associated problem hierarchy
and revision history. Let’s denote a problem by Pp,q,r, where p is the superproblem of
which P is a direct subproblem, and q and r are indices given the position of P in a
problem hierarchy and revision history, respectively: i.e. P is the rth revision of the qth

subproblem of p. A problem space is thus the set

{ Pp,q,r }, 
where: p iterates through all superproblems,

q iterates through all subproblems of p, and
r iterates through all revisions of the qth subproblem of p.

If a problem is the root of a problem hierarchy, the index p is NULL. This is a special case.
Index q identifies a position among sibling problems that are at the same problem
decomposition level. It is never NULL because a problem is always located at a valid
decomposition level, be it the root level, the leaf level or any level in-between. In addition,
a problem is a revision of itself; therefore, the index r will never be NULL.

A solution space is a collection of all solutions (partial or complete) to a given problem
generated by the designer. In a generative design system, solutions are typically generated

Figure 3-3: An example of problem space
(indices are ordered from left to right)
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or derived from other solutions through mechanisms provided by the system. This
derivational relationship is hierarchical and called a solution hierarchy; for instance, it can
establish the order of rule applications in shape grammar systems. The position of a
solution S in a design space can be identified through its associated problem and position
in a solution hierarchy: S(Pp,q,r),s,t, where Pp,q,r is a problem, s is the parent solution and t
gives the position of S in a solution hierarchy. Thus, a solution space for a problem is the
set

{ S(Pp,q,r),s,t },
where: Pp,q,r identifies a version of particular problem at a particular level,

s iterates through all parent solutions, and
t iterates through all derived solutions of s.

A design state in the design space represents a partial or complete design solution of a
design problem. A design space is the set of all problems, subproblems (given by their
positions relative to the problem hierarchy), problem revisions (given by their positions in
a revision history of a subproblem), and solutions (given by a deriving solution and a
position relative to the solution hierarchy).

Taken together, the five indices p, q, r, s, and t establish a structure that is independent of a
specific design space. The structure remains stable and is independent of the way in
which the space grows: objects can be added along any dimension an arbitrary number of
times, but these additions always happen along exactly one of the dimensions p, q, r, s, and
t. The literature survey (see Chapter 2) reveals that information spaces lack legibility or
imageability; and one of Lynch’s principles of city design is to improve this quality by
providing a clear structure or hierarchy of the spaces in a city (Lynch 1960). Although a
design space changes constantly during a design session, the structure established by
these five dimensions allows designers to understand how a design space grows and
evolves along these predictable dimensions.

It is important to note that these dimensions are not analogous to the dimensions or axes
of a Cartesian coordinate space. In design spaces, dimensions can vary only relative to the
current value of the preceding dimensions, which puts significant restrictions on the

Figure 3-4: An example of solution space
(indices are ordered from left to right)
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navigation operations available to designers. On the other hand, these local variables
provide a principled way of navigating the space, while being able to keep track of
additions or deletions of objects as the design progresses. This dependence between
dimensions makes the present model very different from the multidimensional data space
described in the A4 system (Hovestadt 1993; see Section 2.2.4 of Chapter 2 for a brief
review of this system).

3.1.2 Visualization

An object in the design space is called a node, which can be a problem space, problem,
solution space, or solution. A node can be uniquely identified in the design space through
the dimensions described above. These dimensions are considered extrinsic attributes of a
node; they can be used, in principle, to identify or visualize its position in the design
space. All other attributes (aside from the navigational attributes to be described later) are
regarded intrinsic. Intrinsic attributes are inherent to a node; they vary depending on the
generative design system. Therefore, the visualization of a design space along the five
dimensions concerns the extrinsic attributes only. The visualization of intrinsic attributes
is best handled by individual generative design systems.

A node can be expanded to display other extrinsic dimensions (see Figure 3-5). This is
similar to the cyberspace unfolding concept proposed by Benedikt (1991). Yet unlike
cyberspace unfolding, there is no mapping to turn intrinsic attributes into extrinsic ones
because expansion is performed only through an extrinsic dimension in the design space.  

A relationship between two nodes is represented as a link. Links are not expandable. Both
nodes and links may carry navigational attributes, which are extrinsic. The navigational
attributes hold information that provides additional visual cues, such as landmarks and
paths, to support navigation.

Figure 3-5: An example of node unfolding in a design space
(a) depicts a node (in dark shade) within a problem hierarchy. (b) shows a revision history dimension
expanded. (c) shows a move along the revision history dimension. (d) illustrates an expanded
solution hierarchy dimension.
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3.1.3 Solution Composition

As illustrated in the scenario at the beginning of this chapter, a designer may decompose a
complex problem into more manageable subproblems; thus, a final solution of this
complex problem has to be composed from the subsolutions (i.e. solutions of the
subproblems). In some generative design systems, the final solution composition may be
obtained naturally without additional efforts, while in others, the designer may have to
explicitly compose the final solutions from the subsolutions. This is due to the two
different problem-solving approaches—top-down and bottom-up—a generative design
system may support to handle hierarchically decomposed problems.

A generative design system that applies a strict top-down problem-solving approach
requires a designer to solve a problem starting from the most abstract level (top level),
then to proceed to subproblems at a lesser abstract level (lower level). Usually, the
solutions of an upper level problem supply some contextual information that is needed by
the subproblems of that problem in order to continue the exploration of subsolutions. A
super/sub-solution relationship is established automatically between certain solution
pairs during the design generation process because the subsolution cannot exist without
its supersolution. A supersolution may have many alternative subsolutions. In a sense, the
supersolution constrains the space of its subsolutions (or subsolution space). Since the
supersolution itself is part of the solution space that contains it, we may imagine that a
subsolution space is embedded within its supersolution space at the location of the
supersolution.  Figure 3-6 illustrates this super/sub-solution relationship and embedded

Figure 3-6: Super/sub-solution relationships in a strict top-down design approach
Layouts within each solution space are alternative solutions. Although some solution spaces may
appear the same, such as the 2 solution spaces of adm_wing and the 4 of day_zone, they are
individual spaces with different contextual information provided by different supersolutions. Each
subsolution space can be viewed as embedded in its supersolution space at the location (identified
by a black dot) of its supersolution.
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solution space concept. The figure depicts solutions (layouts) of a Firestation layout
problem generated by a designer using a system for schematic layout design, i.e. SEED-
Layout (Flemming and Chien 1995). This Firestation problem is composed of three
subproblems adm_wing, apparatus_rm and dorm_wing; the adm_wing, in turn, is
composed of adm_zone and day_zone subproblems; and finally day_zone is decomposed
into kit, din, and dayrm. In this example, the embedding of a subproblem corresponds
with the geometric containment of a subsolution in a part of the higher-level solution. But
this geometric relation may not hold in other generative design system: it is a typical
feature of SEED-Layout (and possibly other spatial layout systems).

Generative design systems that support a bottom-up approach or a mixture of top-down
and bottom-up approach, on the other hand, do not always have the necessary
information to create super/sub-solution relationships automatically. Therefore,
designers may have to manually identify this relationship between two solutions.
Moreover, using a generative design system that applies strict bottom-up approach, a
designer may only need to solve problems at the lowest level and devote most of the
efforts in composing various alternatives of a final solution. In this approach, a
supersolution is created based on a composition of its subsolutions; a different
composition of subsolutions should form another supersolution. Figure 3-7 illustrates
schematically the differences between these two approaches in arriving at a final solution
composition.  

The super/sub-solution relationship is the kind of link that connects across two solution
spaces—a solution in one solution space and its subsolution in another solution space.
Borrowing a concept from modern Physics, this link is a wormhole connecting points that
are separated in two parallel spaces. As discussed above, the creation of this relationship
can be automatic or manual depending on individual generative design systems.
Consequently, it is better to leave the management of super/sub-solution relationships to
individual systems. Therefore, the general model of design space presented here does not

Figure 3-7: Solution composition through strict top-down (a) and bottom-up (b) design approaches
Solid circles represent solutions, and ellipses depict solution spaces.
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incorporate this type of relationship. Nonetheless, it is believed, and will be demonstrated
in later chapters, that the model provides great flexibility to allow additional types of
relationship, such as the super/sub-solution relationship, to be imposed upon its existing
structure.

3.2 Basic Navigation Operations
Definitions of navigation have been briefly discussed in Chapter 1. Recently, the topic of
information navigation has gained great interest in the HCI community.2 Although using
the navigation metaphor in information spaces such as databases or hypertext systems
has been discussed and demonstrated for over a decade, only recently have researchers
started to examine the applicability of this metaphor. As the first step, researchers are
pursuing the definition of navigation in information spaces. A number of leading
researchers in the field have presented their definitions of navigation, which are heavily
influenced by the navigation activities in the physical environments; e.g. navigation is
“moving oneself sequentially around an environment, deciding at each step where to go
next based on the task and the parts of the environment seen so far” (Jul and Furnas 1997).
Furthermore, Furnas (see Jul and Furnas 1997) have distinguished navigation from
querying—“submitting a description for the object being sought to a search engine which
will return relevant content or information.” However, given that this research is
interested in adopting the navigation metaphor only to help designers accessing desired
information easily in generative design systems, navigation in these systems is considered
to be a “information seeking” activity; querying is therefore one of many tools available to
conduct this activity.

Navigation aids for seeking information in the design space should, at a minimum, show
designers at any time the location of an active node in terms of its dimensions, and aid
them in revisiting nodes that have been generated before through sequential movements
as well as through querying mechanisms. To achieve these two goals, five essential and
basic operations are needed:

• Show location of node. 
A node in the design space can be identified through up to five dimensions. Showing
its location means displaying the node as well as its surroundings along the relevant
dimensions. The designer should be able to control the extent of the surroundings to
be displayed.

• Mark node. 
This operation allows designers to identify a specific node and tag it with a marker.
The marker is a shortcut to identifying the location of a node. In addition, it adds a
visual attribute to the node, which makes it visually distinct from unmarked nodes.
This operation is envisioned to provide similar functions to those provided by
landmarks in physical spaces.

2. The fact that the prestigious ACM SIG-CHI annual conference had organized a workshop on
“Navigation in Electronic Worlds” in 1997 (one year before this writing) signifies the importance of
this research topic.
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• Go to node. 
Designers can move to a node through a representation of the node displayed on the
screen, or by other means provided by the user interface to the design space.

• Step. 
This operation allows designers to move forward and backward from a node along
any one dimension at a time. For example, a step backward along the p dimension
brings the new location to the superproblem of the current node and a step forward
along the t dimension brings the location to the next sibling solution of the current
node.

• Find.
This operation allows designers to specify search criteria and find nodes that satisfy
those criteria.

3.3 Principles in Designing Navigation Support
Since generative design systems may provide different styles of user interaction and since
the design tasks supported by these systems may vary, it is naive to assume that one can
provide a navigation utility that will work for all generative design systems. The model of
design space and basic navigation operations described previously offer a framework to
support navigation tasks in generative design systems. Yet the primary task of system
developers is to decide how to present or visualize the design space and what kind of
interactions designers may use to effectively navigate the space; these issues are not
directly addressed by this framework. Nonetheless, principles exist for designing
navigation utilities, and can guide system developers in creating navigation utilities that
are tailored to the needs of individual generative design systems. Key concepts in
developing the principles are landmarks and the cognitive maps to facilitate the
understanding of an information space.

The background studies in Chapter 2 have shown that landmarks are the essential spatial
knowledge in navigation tasks. Although still under investigation, some empirical
evidence (e.g. Watts 1994) has become available to demonstrate that landmarks are
important cues for aiding navigation in information spaces as well. Furthermore, studies
(Devlin 1976; Watts 1994) have also shown that landmarks identified by individual
navigators are preferred and more effective in both physical and information spaces. In
addition, cognitive maps of different levels of abstraction (e.g. Lynch 1960) are important
in supporting navigation in the design space. This idea provides an intuitive approach to
manage large information spaces, which a design space can potentially become, and to
alleviate a designer’s cognitive loads.

With these concerns in mind, I propose four principles for designing navigation support
in generative design systems.

• Provide supports that allow designers to create their own landmarks.
The functionality and importance of landmarks in cognitive maps are described in the
previous chapter. A design space navigation tool should at least allow designers to
identify their own landmarks. If the tool supports collaborative environment,
designers may share landmarks as well as keep personal ones.
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• Provide consistent navigation schemes.
The navigation mechanism should be consistent so that designers know where they
are and what to expect next at any time. This is important because the content of a
design space is constantly changing, and it is almost impossible for designers to form
a stable cognitive map. But designers can learn to expect changes. For example, they
can learn the generation operations provided in a generative design system and how
these operations affect the structure of the design space in this system. With enough
practice, designers can anticipate what will happen when a generation operation is
issued. Moreover, designers are less likely to feel “lost” when they know what may
happen (Edwards and Hardman 1989). In addition, the system should always clearly
identify designers’ current location in a design space. If more than one navigation
level is supported (e.g. bird’s-eye/overview level and document level), the same
operation should lead to the same result regardless of the navigation level designers
are at.

• Support information display at different levels of abstraction
Studies of navigation both in physical and information spaces show the use of
cognitive maps at different levels of abstraction. The navigation tool should provide
possibility of displaying different views of a set of information through filtering, and
should allow designers to identify and store different abstraction settings. This allows
designers to control associations from their cognitive maps to abstraction views.

• Provide search or history facility to reduce designers’ cognitive load
To minimize designers’ memory burden, the navigation tool can provide a history
facility to record successful navigation paths. This facilitates a sequential wayfinding
strategy and enables designers to retrace a path easily or to go to a desired destination
quickly without having to recall information from their long-term memory. In
addition, although search (such as database search) is not available in physical space
navigation, such a facility can provide a new method for wayfinding in a design space
with very minimal memory burden on designers.
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4. Design Space Navigation 
Framework

I have presented, in Chapter 3, a model of the design space in generative design systems
and five types of basic navigation operations that sufficiently support information
navigation in that space. This chapter documents a software framework—design space
navigation framework—that encapsulates the model of design space and facilitates the basic
navigation operations. The design space navigation framework is a reusable software
mini-architecture that provides the infrastructure and mechanisms for supporting
information navigation in generative design systems.

The framework is implemented using object-oriented technologies. In order to discuss the
design of this framework and its classes without having to describe tedious
implementation details (for these details, see Appendix A), I explain the framework
through well-known software design patterns. For readers who are not familiar with
software frameworks and design patterns, I first give a summary of these concepts before
diving into the discussions about the design space navigation framework. Additionally, I
demonstrate the use of the framework in a generative design system and discuss
advantages of the framework at the end of this chapter.

4.1 Software Frameworks
A software framework is a reusable software package that provides generic structures and
behaviors for a family of software abstractions to be used within a specific domain. If we
use the object-oriented terminology, a software framework is a set of cooperating classes
(abstract and concrete) that makes up a reusable design for a specific class of software
(Gamma et al. 1995, pp. 26-28). A framework captures the design decisions that are
common to its application domain. The framework accomplishes this by partitioning the
common design into abstract classes and defining their responsibilities and collaborations.
These abstract classes are hot spots (Pree 1995) or plug-points of the framework; they
enable the framework to be adapted and extended to fit varying needs.

Frameworks emphasize design reuse over code reuse. For instance, when using a
conventional class/subroutine library, a developer writes the main body of the
application and calls the required library code. Conversely, when using a framework, the
developer reuses the main body from the framework and writes the code it calls. The key
difference between a conventional class library and a framework is that a class library
provides a collection of objects that developers must assemble themselves; whereas a
framework consists of pre-assembled objects with communications clearly defined.
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Applications utilizing software frameworks are easier to build because certain design
decisions have been made and encoded in the frameworks. Furthermore, applications
using the same framework are easier to maintain and may seem more consistent to their
users.

4.2 Software Design Patterns
Pree (1995, p. 61) characterizes software design patterns as “a set of rules describing how
to accomplish certain tasks in the realm of software development.” More specifically,
Riehle and Züllinghoven (1995) define a software design pattern to be “a pattern whose
form is described by means of software design constructs, for example objects, classes,
inheritance, aggregation and use-relationship.”1 This concept was made popular in the
software community by Gamma et al. (1995) as a means to communicate experience in
software design and to record the experience in a form that people can use effectively.

There are several ways to document software design patterns (e.g. Gamma et al. 1995;
Coad, North, and Mayfield 1995); all of them have evolved from Christopher Alexander
and his colleagues’ pattern language (Alexander et al. 1977). In general, a pattern has four
essential elements:

• a pattern name for identification; 

• a problem to describe when to apply the pattern; 

• a solution to describe the elements that make up the design, their relationships,
responsibilities and collaborations; and 

• consequences to show the results and trade-offs of applying the pattern.

Appleton (1997) states “the goal of patterns within the software community is to create a
body of literature to help software developers resolve common difficult problems
encountered throughout all software engineering and development.” Patterns have
gradually become a shared language for communicating insight and experience about
these problems and their solutions. For complex software frameworks, the design pattern
approach helps to describe the design of these frameworks and their individual classes
without revealing implementation details.

4.3 Design Space Navigation Framework
The design space navigation framework presented here is based on a reusable software
mini-architecture that provides the infrastructure and mechanisms for supporting
information navigation in generative design systems. It encapsulates the model of design
space and facilitates basic navigation operations presented in Chapter 3. There are two
main design goals in developing the framework. One is to identify the hot spots so that it
is flexible enough to be adapted to various generative design systems. The other is to

1. Before they give this definition, Riehle and Züllinghoven (1995) qualify the term “pattern” as “the
abstraction from a concrete form which keeps recurring in specific non-arbitrary contexts”, and
describe the “form” of a pattern as consisting of “a finite number of visible and distinguishable
components and their relationships.”
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provide a simple interface to facilitate all sorts of navigation operations. These goals are
accomplished in the implementation described in this section.

I first explain the design of the design space navigation framework based on the software
design patterns employed in the framework. I then describe the facilities provided by the
framework.

4.3.1 Framework Design

The design space navigation framework is designed using object-oriented technologies. It
encapsulates key concepts identified in the model of design space in terms of the
following classes: NAV_DesignSpace (for design space), NAV_ProblemSpace (for problem
space), NAV_Problem (for problem), NAV_SolutionSpace (for solution space), and
NAV_Solution (for solution).2 The organization of these classes in the framework is shown
in Figure 4-1.  Additionally, Figure 4-1 also shows the NAV_Marker class designed to handle

markers needed for some navigation operations. NAV_Marker, NAV_Problem and
NAV_Solution are the hot spots of the framework and are implemented as abstract classes
(shown italicized in Figure 4-1) because NAV_Problem and NAV_Solution need to be
customized according to the representations of problems and solutions in a specific

2. All classes in the framework are prefixed with “NAV_” to prevent naming conflicts, which may
occur when adapting it into generative design systems.

Figure 4-1: Design space navigation framework classes
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generative design system and because the generative design system may implement
many kinds of markers by specializing NAV_Marker.

The overall structure of the design space navigation framework conforms to the 1:N
Connection metapattern described in Pree (1995, ch. 4). This metapattern describes the
composition of template and hook classes and their corresponding objects in a software
framework. A template class contains only the template methods, which define abstract
behavior, generic flow of control, or generic relationship between objects. A hook class
implements certain aspects of its corresponding template class; it contains hook methods,
which are usually the hot spots of a software framework and are elementary components
of template methods. In the 1:N Connection metapattern, an object of a template class
refers to any number of objects of its hook class. The flexibility of changing objects of the
hook class dynamically is the main advantage of this metapattern.

The design space navigation framework contains three hook classes, namely: NAV_Marker,
NAV_Problem and NAV_Solution. The primary template class, NAV_DesignSpace, maintains
(directly or indirectly) one-to-many reference relationships with these three hook classes.
There is no inheritance relationship between the template class and hook classes. This
metapattern provides a structure that enables template methods (e.g.
NAV_DesignSpace::FindNodes and NAV_DesignSpace::GoToMarker) to iterate over the hook
class objects and send certain messages to each of these objects. In addition, the
framework offers methods to manage objects of the hook classes, such as methods to add
(e.g. NAV_DesignSpace::AddChildProblem and NAV_DesignSpace::MarkNode) and remove (e.g.
NAV_DesignSpace::DeleteProblem and NAV_DesignSpace::UnmarkNode) objects from
reference lists and methods to gain access (e.g. NAV_DesignSpace::GetMarkers) to each of
the grouped hook objects. Figure 4-2 illustrates, by means of an example, how the
components of the metapattern correspond to the classes and methods in the design space
navigation framework.

Figure 4-2: 1:N Connection metapattern in the design space navigation framework
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The NAV_Marker class encapsulates the structure and behavior of markers. It is designed
based on the Bridge pattern3 described in Gamma et al. (1995, pp. 151-161). NAV_Marker
defines the interface to an abstraction that can have many possible implementations.
Different implementations are carried out by different concrete subclasses.

The design of NAV_Problem and NAV_Solution classes aims at supporting, respectively,
hierarchical structures of problem decomposition and revision hierarchies; and solution
derivation hierarchies. The 1:N Recursive Unification metapattern (Pree 1995, ch. 4) is
most suitable for this goal. In this metapattern, template methods and hook methods are
unified in one class; it allows the construction of a directed tree hierarchy. Particularly, this
metapattern allows objects forming the hierarchy to be treated uniformly. For example, in
the process of composing a problem revision hierarchy one does not have to decide
whether a problem object will be a leaf node (not to be revised any further) or a subroot
(to be revised to create new versions of problems). Figure 4-3 illustrates, as an example,
how the components of the metapattern correspond to the NAV_Problem class and its
method.

Moreover, the NAV_Problem and NAV_Solution classes are designed with the Adapter4 or
Bridge pattern (Gamma et al. 1995, pp. 139-161) in mind so that they can be easily plugged
into different generative design systems. Since a generative design system (e.g. SEED-
Layout5 or SEED-Pro6) may represent problems (e.g. LayoutProblem in SEED-Layout or
Project in SEED-Pro) and solutions (e.g. Layout in SEED-Layout or FunctionUnit
Hierarchy in SEED-Pro) differently from the ones in the framework, adapters or bridges7

are necessary to let different representations of problem or different representations of

3. Bridge pattern enables the decoupling of an abstraction from its implementation so that the two
can vary independently.

Figure 4-3: Problem composition based on the 1:N Recursive Unification metapattern

4. Adapter pattern, also know as wrapper, lets classes that have incompatible interfaces work
together by converting the interface of a class into another interface.

5. Refer to Flemming and Chien (1995).
6. Refer to Akın et al. (1995).
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solution work together. In a later section, I will demonstrate how to adapt the design
space navigation framework to a generative design system (or how to bridge the two) to
enhance the navigation support of the generative design system.

To make the framework easy to use, the Facade pattern8 (Gamma et al. 1995, pp. 185-193)
is used to provide a single, simplified interface to the more general facilities of the
framework. The facade of the design space navigation framework is encapsulated in the
NAV_DesignSpace class. All supports of the framework, such as the organization of objects
in a design space and navigation operations, are provided through this class. The
complexity of NAV_ProblemSpace and NAV_SolutionSpace is thus hidden from users (i.e.
programmers who will adapt the framework to generative design systems). Internally, the
framework is decomposed into layers of subsystems. The Facade pattern is again used to
define entry points into subsystems. Figure 4-4 shows the facade objects (in light-gray
background) in the design space navigation framework and its subsystems, and illustrates
how methods are delegated to appropriate objects or subsystems through the facades. 

7. I use the Adapter pattern and the Bridge pattern interchangeably here although there is a clear
distinction between the two patterns according to Gamma et al. (1995, p. 161). However, I regard
these two patterns as the two sides of a coin: from the generative design system’s perspective, one
uses the Adapter pattern to incorporate the design space navigation framework; yet from the
framework’s standpoint, one designs the bridge classes to let abstractions and implementations
vary independently.

8. Facade pattern aims at providing a unified interface to a set of interfaces in a subsystem. It defines
a high-level interface that makes the subsystem easier to use.

Figure 4-4: Layers of facade in the design space navigation framework
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The design space navigation framework is implemented utilizing basic building blocks in
the ET++ framework (Weinand, Gamma, and Marty 1989). The ET++ framework provides
elementary user interface building blocks, basic data structures and high-level application
components. The backbone of the ET++ framework is a class hierarchy, in which most
classes are derived from a root class Object. This root class defines the protocol of various
services, in particular, the service of event notification (or change propagation). The event
notification service uses the Observer pattern (Gamma et al. 1995, pp. 293-303) that
defines a one-to-many dependency between objects so that when one objects changes
state, all its dependents are notified and updated automatically. In addition, ET++ defines
abstract data types, often referred to as container classes, for data structures such as linked
lists, arrays, hash tables and dictionaries; each container class has a companion iterator
class (using the Iterator pattern9 described in Gamma et al. 1995, pp. 257-271) to support
traversal in the class.

All classes in the design space navigation framework are subclasses of the ET_Object
class10 in order to take advantage of the built-in observer mechanism. In addition, the
organization and maintenance of NAV_Marker, NAV_Problem and NAV_Solution objects are
accomplished using the ET++ container classes and the robust iterators11 that provide the
traversal mechanism in the container classes.

4.3.2 Facilities

The design space navigation framework facilitates the management of object organization
as well as the navigation operations in a design space. All facilities are provided through
the framework facade, NAV_DesignSpace, class. In this section, I describe these facilities in
detail.

Object Management

Among all classes in the framework, NAV_Problem and NAV_Solution are the two classes
that interest the users of this framework most because they are the hooks to the
representations of problem and solution in a generative design system. Objects of these
two classes are organized into hierarchical structures (the design is discussed in the
previous section) in the framework. These hierarchical structures are the problem
decomposition hierarchy, problem revision hierarchy, and solution derivation hierarchy.

The framework facilitates the construction of a problem decomposition hierarchy through
the following interfaces12:

• AddProblem: add the problem as a root node in the decomposition hierarchy

• AddChildProblem: add the problem as a subproblem of another problem

• AddSiblingProblem: add the problem as a sibling problem of another problem

9. Iterator provides a way to access the elements of an aggregate object sequentially without exposing
its underlying representation.

10. To prevent confusions from this point on, I prefix all classes in the ET++ framework with “ET_”.
11. A robust iterator ensures that insertions and removals won’t interfere with traversal in an

aggregate object. For additional discussions, see Gamma et al. (1995, p. 261).
12. Since all interfaces are provided through the NAV_DesignSpace class, it is omitted in the text, i.e.

AddProblem refers to NAV_DesignSpace::AddProblem. For implementation details of these interfaces
regarding parameters and return values, please refer to Appendix A.



Design Space Navigation Framework 42

The AddProblem interface allows, potentially, the creation of multiple decomposition
hierarchies by maintaining all root problems in a list. Although this may not be desirable
by some generative design systems, the implementation not only fully supports the
organization of a single-rooted problem decomposition hierarchy but also provides a
future extension to manage multiple hierarchies.

The construction of a problem revision hierarchy or history is facilitated through the
AddRevision interface, which adds a new problem as a revision of another problem. This
interface supports two types of version management: derivation-based or time-based.
Examples of the derivation-based version management are source code version control
utilities such as RCS (Ligett 1985). Using this type of version management when an object
is copied and modified, this copy is recorded as a derived version of its original. The time-
based version management, on the other hand, does not consider where new versions are
derived from, but records them in sequence based on the time they arrive. To illustrate
how to employ these two version management concepts, let’s consider the following
scenario: a designer, who had been working on solving a design problem (P1), decided to
remove a design constraint from the original problem and created a new problem (P2);
however, realizing later that it was a different constraint that should be removed, the
designer returned to P1 and created another new problem (P3) with this other constraint
removed. Figure 4-5a shows these problem versions organized based on the derivational
relationship to form a problem revision hierarchy; whereas Figure 4-5b demonstrates a
problem revision history using the time-based version management.  Nevertheless, the

design space navigation framework cannot enforce the consistent use of one version
management type, nor does the framework set preference in the user of one type over the
other. Users of the framework are responsible to select the desired type of version
management and to ensure consistency.

The framework facilitates the construction of a solution derivation hierarchy through the
following interfaces:

• AddSolution: add the solution as a root node in the derivation hierarchy

• AddDerivedSolution: add the solution as a derived solution of another solution

• AddSiblingSolution: add the solution as a sibling (or alternative) solution of another
solution

Figure 4-5: Problem revision hierarchy (a) and problem revision history (b)
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Similar to the AddProblem interface, the AddSolution interface operates without excluding
the possibility of managing multiple solution derivation hierarchies that may be
associated with the same problem.

Lastly, problems and solutions can be removed from their respective hierarchical
organization through the DeleteProblem and DeleteSolution interfaces. When a problem is
deleted, its subproblems and derived versions are deleted too; and when a solution is
deleted, its derived solutions are deleted as well. Furthermore, to traverse the hierarchical
structures of problem decomposition, problem revision and solution derivation the
NAV_Problem::MakeChildProblemsIter, NAV_Problem::MakeRevisionsIter and
NAV_Solution::MakeDerivedSolutionsIter interfaces are available. These interfaces utilize the
robust iterators in the ET++ framework.

Navigation Operations

The design space navigation framework facilitates the five types of navigation operation
described in Chapter 3: operations to show the location of current node, to mark a node, to
go to a specific node, to step along a specific direction, and to find nodes that satisfy
certain criteria.

To assist the display of current nodes13 in a design space, the framework provides two
interfaces to identify current nodes:

• GetCurrentProblem: query for the active problem

• GetCurrentSolution: query for the active solution of the active problem

Additionally, the framework utilizes the observer mechanism to notify interested parties
(e.g. objects that are responsible for visualizing certain nodes) when a node becomes
active or inactive.

The framework provides marker utilities through the following interfaces:

• MarkNode: attach a marker to a node

• UnmarkNode: remove a marker from a node

• GoToMarker: activate14 the node marked by a specific marker

• GetMarkers: query for the list of all markers or the list of markers of a specific node

Note that a node can be marked several times with different markers. The interface can
only take out one specific marker during each invocation. The interface that handles
marker queries provides the means for generative design systems to implement
additional navigation operations based on markers instead of just nodes.

13. A current node is also called active node in this chapter. It refers to the problem or solution that is
actively displayed in the main working window of a generative design system.

14. In this chapter, “activating a node” refers to “making a node the current (or active) node.”
Therefore, a node activation may result in having the content (or intrinsic attributes) of the node
displayed in the main working window of a generative design system.



Design Space Navigation Framework 44

Go to operations are facilitated by the following three interfaces:

• GoToNode: activate a node

• SetCurrentProblem: activate a problem

• SetCurrentSolution: activate a solution

The GoToNode interface provides a more general access to a node, which could be a
problem or solution; whereas the other two interfaces, SetCurrentProblem and
SetCurrentSolution, handle only problems and solutions, respectively. Consequently, all
three interfaces send messages to indicate that a node has become active and conversely
that the previously active node has become inactive. Therefore, those objects that observe
these nodes can react to the status change accordingly.

The framework facilitates the step operations through the interfaces listed below. Again,
as a result of each operation, messages will be sent to notify interested parties regarding
which nodes become active and inactive. Figure 4-6 illustrates the relevant directions for
step operations.  

• ParentProblemNode and FirstChildProblemNode: step along the parent-child problem
decomposition direction (see Figure 4-6 direction 1)

• PrevSiblingProblemNode and NextSiblingProblemNode: step along the sibling problem
decomposition direction (see Figure 4-6 direction 2)

• PrevRevisionNode and NextRevisionNode: step along the parent-child direction of a
problem revision history or hierarchy (see Figure 4-6 direction 3)

• PrevSiblingVersionNode and NextSiblingVersionNode: step along the sibling direction of a
problem revision hierarchy (see Figure 4-6 direction 4)

• ParentSolutionNode and FirstDerivedSolutionNode: step along the parent-child direction
of a solution derivation hierarchy (see Figure 4-6 direction 5)

• PrevSiblingSolutionNode and NextSiblingSolutionNode: step along the sibling direction of
a solution derivation hierarchy (see Figure 4-6 direction 6)

Figure 4-6: Relevant directions for step operations
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Lastly, the “find nodes” operations are facilitated by the FindNodes interface. To
accommodate possibly different search mechanisms, the interface delegates the message,
which contains some search criteria, to each node. Each node, in turn, determines whether
it itself satisfies the search criteria and reports back. The results from each node are
collected and returned. To complete this process, two special interfaces should be
implemented once the framework is adapted. They are:

• NAV_Problem::satisfiesTarget: report whether the object itself satisfies the search criteria

• NAV_Solution::satisfiesTarget: report whether the object itself satisfies the search criteria

4.3.3 Summary

Recall the five design space dimensions p, q, r, s, and t discussed in Chapter 3. Dimension p
describes the levels of decomposition in a problem decomposition hierarchy, whereas
dimension q identifies the breadth of the decomposition, in terms of the number of
subproblems, of a particular problem in this hierarchy. Growing the design space along
these two dimensions is facilitated by the AddProblem, AddChildProblem, and
AddSiblingProblem interfaces; the step-by-step navigation along these dimensions (see
Figure 4-6 directions 1 and 2) is supported through the ParentProblemNode,
FirstChildProblemNode, PrevSiblingProblemNode, and NextSiblingProblemNode interfaces. The
dimension r describes the problem revision history. New revisions can be added using the
AddRevision interface and traversal along this dimension (see Figure 4-6 direction 3) is
accomplished through the PrevRevisionNode and NextRevisionNode interfaces. Finally,
dimensions s and t identify the solution derivation hierarchy. Expanding the design space
in these two dimensions is supported through the AddSolution, AddDerivedSolution, and
AddSiblingSolution interfaces, while traversing the space along these dimensions (see Figure
4-6 directions 5 and 6) is facilitated by the ParentSolutionNode, FirstDerivedSolutionNode,
PrevSiblingSolutionNode, and NextSiblingSolutionNode interfaces.

The design space navigation framework facilitates the growth and traversal of the design
space along its five dimensions, and maintains objects, as well as relationships between
them, in the space. Developers of generative design systems can utilize its facility without
having to worry about managing objects in the design space. In addition, this framework
provides a flexible infrastructure that allows generative design systems to offer many
types of navigation supports. I will demonstrate the adaptation of the framework to
SEED-Layout (Flemming and Chien 1995) in the following section, and illustrate various
types of navigation utilities that are built based on the framework.

4.4 Example Application: Supporting Navigation in SEED-Layout
Figure 4-7 shows a screen snapshot of the SEED-Layout navigation utility in order to give
an idea of what kind of navigational tools the design space navigation framework
supports in a concrete application. The SEED-Layout navigation utility consists of three
navigational tools: a 2D tree view to visualize the whole design space (Figure 4-7a, b), a
multi-layer view to display the composition of solutions of different problems (Figure 4-
7c), and an entity-relationship diagramming tool to allow users to draw the design space
according to their views (Figure 4-7d). Each of the three tools provides navigation
operations, such as marking a node, go to a node, and stepping to parent, child or sibling
solutions. These operations are facilitated by the design space navigation framework; no
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special efforts by the SEED-Layout developer are required to implement the operations in
the navigation utility of SEED-Layout. Other parts of the implementation, particularly the
visualization aspect, are not automatically handled, but are supported by components of
the navigation framework, for instance the underlying object organization and
management (described in previous sections). Readers who are interested in the
implementation detail of the SEED-Layout navigation utility are referred to Appendix B.

How did the SEED-Layout developer adapt the design space navigation framework into
SEED-Layout? A design problem in SEED-Layout is formulated as a LayoutProblem object;
a design solution is represented by a SL_Layout object. The process of adapting the
navigation framework to SEED-Layout essentially involves bridging the two different
representations, that of the framework and of SEED-Layout, of problems and solutions.
Figure 4-8 illustrates the adaptation of the framework through the establishment of
connections between SEED-Layout classes (i.e. LayoutProblem and SL_Layout) and the
specialized hook classes (i.e. NAV_SLProblemImpl and NAV_SLSolutionImpl).  Additionally, a
concrete representation, i.e. NAV_SLMarkerImpl (see Figure 4-8), of the NAV_Marker hook
class is created to implement additional object behaviors. Once the link between objects of
the framework and those of SEED-Layout is established, a representation of the design
space based on problems and solutions can be built independently from how their counter
parts are organized in SEED-Layout.

The particular SEED-Layout prototype used in this example application supports
hierarchically decomposed problems and organizes solutions in derivational hierarchies.
These organizations are the same as, respectively, the problem decomposition hierarchy
and solution derivation hierarchy organizations in the navigation framework. However,
the SEED-Layout prototype did not provide special support for problem revisions. By

Figure 4-7: SEED-Layout navigation utility
(a) and (b) are tools that display the design space in 2D tree views; (c) shows a multi-layer view of a
layout composition; and (c) depicts an entity-relationship diagramming tool.
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adapting the navigation framework, SEED-Layout can utilize either the derivation-based
or the time-based version management described previously. For the prototype in this
example application, the time-based version management scheme was chosen.
Furthermore, the super/sub-layout relation in SEED-Layout does not have an equivalent
representation in the navigation framework. Nevertheless, this relation can be
encapsulated into the hook class, i.e. in this case NAV_SLSolutionImpl. For example, the
multi-layout view tool is implemented based on this additional super/sub-layout
relation. I will return to this example application in Chapter 6, in which I will elaborate on
the user interface designs and examine the usability of the navigation utility.

4.5 Discussion
The major advantage of the design space navigation framework is its generality. I have
demonstrated in the previous section how to adapt the framework to an existing
generative design system—SEED-Layout. The framework enables a generative design
system to provide essential navigation operations through an organized information
structure. Moreover, the framework can be extended to handle additional information
that is not covered by it. Figure 4-9 illustrates the possibility of plugging objects of
different generative design systems through proper encapsulations in order to utilize
facilities provided by the framework.  

Another advantage of the framework is the single and unified interface through the
facade, NAV_DesignSpace, class. Once the hook classes are properly plugged in, all
facilities (described in a previous section) are accessed through the facade object. Users
(i.e. developers of generative design systems) do not have to worry about other objects.
They should note that to make the most of this unified interface (also known as the Facade
design pattern in Gamma et al. 1995, pp. 185-193) in the framework, only one facade object
is required for each design session. The design space navigation framework, however, is

Figure 4-8: Specialization and adaptation of the framework hook classes to SEED-Layout
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not restricted to only one NAV_DesignSpace object in a session. For a generative design
system that supports multiple design sessions, it may utilize this flexibility to maintain
multiple design spaces in the system.

Figure 4-9: Generality of the design space navigation framework
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5. Software and Usability 
Engineering

I have presented the comprehensive approach toward supporting information navigation
in generative design systems in Chapter 3 and developed the design space navigation
software framework in Chapter 4 that embodies the approach. These are necessary
elements yet not sufficient to ensure the quality and usability of a navigation support
system. We need, in addition, a rigorous software development process. This chapter
introduces a software and usability engineering process that takes a hybrid approach to
integrate the Object-Oriented Software Engineering methodology in the field of Software
Engineering with the usability analysis methodology—GOMS—in the field of Usability
Engineering. The objective of this hybrid approach is to enhance the evaluation phase of
the software engineering process so that it covers the full range of the software life-cycle—
from specification of the software requirements to usability evaluation of the software
product—and ensures the usability of the software system.

5.1 Object-Oriented Software Engineering
As preparation for my discussion of the hybrid software and usability engineering
approach stated previously, I first review the particular software engineering method—
Object-Oriented Software Engineering (OOSE)—that is employed in this hybrid approach.
A representative source will be referred extensively in this section: Object-Oriented
Software Engineering by Ivar Jacobson and his colleagues (1992).

5.1.1 What is Software Engineering?

Software engineering is a process by which engineering principles are applied in the
development of software systems. According to Jacobson and his colleagues (1992), the
software system development consists of three distinct phases—analysis, construction,
and testing. In the analysis phase, an application-oriented specification is developed that
describes what a system offers its users regardless of implementation environments.
During the construction phase, the specification is realized through a two-step process:
design (identifying building blocks of the system) and implementation (coding these
blocks). Finally in the testing phase, the system is checked to make sure that all programs
are correctly implemented and that the system performance meets the requirements
specified in the analysis phase.  

Figure 5-1 illustrates major software development activities in the three phases and the
information transfer between activities. System development, according to Jacobson and
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his colleagues, is a process of change, i.e. a system normally evolves through changes
incorporated in new versions. Moreover, software development is usually incremental:
new requirements may appear and old ones may change when a version of the system is
in operation. Therefore, the reuse of results from earlier development work is highly
desirable.

Jacobson and his colleagues argue that in order to significantly increase the productivity
in software development, reuse must be a natural ingredient. Moreover, object-orientation
offers new techniques that are far better for supporting reuse than traditional techniques.
An object-oriented software engineering process, thus, is a software system development
process that applies the object-oriented methodology in each of the three phases described
earlier. Various object-oriented methods available for different phases of the software
engineering process are discussed in the following section.

5.1.2 Object-Oriented Methods

Several object-oriented software system development methods have been proposed.
According to Jacobson and his colleagues, the number of methods will increase as a result
of the recent high interest in object-oriented techniques. Although some methods used in
the computing industry are not available to the general public, Jacobson and his
colleagues review the list of publicly available object-oriented methods that have been
given generous attention in computer science textbooks.

Object-Oriented Design (OOD) by Grady Booch (1983, 1991), a pioneer in this field,
provides a rich set of diagramming techniques to describe the software system. Diagrams
form a static description of the system, but describe also dynamic interactions between
objects in the system. Object-Oriented Systems Analysis (OOSA) by Shlaer and Mellor
(1988) consists essentially of information analysis based on data modeling. This method
focuses on describing relationships between objects. Object Modeling Technique (OMT)
by Rumbaugh et al. (1991) is based on entity-relationship modeling with extensions to
modeling classes, inheritance and behavior. It is one of the few object-oriented methods
that make serious attempt to support both analysis and construction phases in software
development. Object-Oriented Analysis (OOA) by Coad and Yourdon (1991) is a step-by-
step method for developing object-oriented system models. This method focuses on the
analysis aspect, but does not offer support to capture systematically all the dynamic roles

Figure 5-1: Activities in software system development
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played by objects. Hierarchical Object-Oriented Design (HOOD), initially developed for
the European Space Agency by a consortium (see HOOD 1989), elaborates a model in a
stepwise refinement that subsequently may be implemented directly in a target language.
It is intended to support an abstract view of the design and implementation activities.
Object-Oriented Structured Design (OOSD) by Wasserman, Pircher, and Muller (1990) is
an extension of the structure charts used in structured design and Booch notation.
Responsibility-Driven Design by Wirfs-Brock, Wilkerson, and Wiener (1990) is a design
method that uses informal techniques and guidelines to develop an appropriate design.
Finally, Object-Oriented Software Engineering (OOSE) by Jacobson and his colleagues
employs use cases as the guiding principle in all phases (i.e. analysis, construction and
testing) of the software development process.  

Figure 5-2 summarizes the software engineering activities supported by the object-
oriented methods described previously. Among these methods, only OOSE addresses
wide ranges of activities in software system development. This method is further
discussed later.

5.1.3 Use Case-Driven Approach

Software system development is a complex task. The OOSE method by Jacobson and his
colleagues attempts to handle the complexity in an organized way by working with
models, each of which focuses on a certain aspect of the system. Based on the three
activity phases in the system develope process, OOSE contains five models: requirements
model (to capture the functional requirements), analysis model (to give the system a
robust and changeable object structure), design model (to adopt and refine the object
structure to the implementation environment), implementation model (to implement the
system), and test model (to verify the system). System development, thus, consists of the
development of different models of a software system.

Jacobson and his colleagues introduce the use case model to form the basis of the above five
models in the OOSE process. The use case model is a part of the requirements model,
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Figure 5-2: The activities of software engineering related to some object-oriented methods
(Adopted from Jacobson et al. 1992)
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which also includes a problem domain model (or domain object model). It uses actors and
use cases to define what exists outside the software system (i.e. actors) and what should be
performed by the system (i.e. use cases). The actors represent everything that needs to
exchange information with the system. They can be human users or other software
systems. However, there is a clear distinction between actors and users—an actor
represents only a certain role that a user can play. A use case is a specific way of using the
system by an actor through a sequence of interactions to achieve a desired outcome. The
use case-driven approach in OOSE utilizes the use case model as the underlying
requirements specification that all other models are geared to satisfy (see Figure 5-3).  

The use case-driven approach emphasizes system development based on user
requirements. The use case model specifies the system functionality from a user’s
perspective. However, Jacobson and his colleagues have relied on informal techniques
and guidelines to develop the use case model, and this lack of standards in establishing
the use case model has become a weak point in the OOSE process. Researchers and
practitioners in this field have proposed and demonstrated several ways to remedy this
weakness (e.g. Regnell, Andersson, and Bergstrand 1996; Cockburn 1997). Among these, a
goal-oriented approach to develop and structure use cases (Cockburn 1997) is, in my
opinion, the most natural and useful way. In particular, task performance by users is goal-
driven (Newell and Simon 1972), therefore formulating system requirements from the
user perspective should naturally be based on goals a user wishes to achieve.

From the HCI viewpoint, the process to develop the use cases is similar to task analysis.
Both focus on the users and the tasks they perform in a software system. This offers a
promising starting point to consider the integration of many HCI or usability evaluation

Figure 5-3: The use case model is used when developing all other models
(Redrawn from Jacobson et al. 1992)
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methods into the OOSE process. In the later sections, I will demonstrate an approach that
extends OOSE to incorporate usability analysis techniques.

5.2 Usability Engineering
This section reviews the concept of usability engineering and the GOMS family of
usability analysis techniques that is used in the hybrid software and usability engineering
process proposed here. Two representative sources will be referred extensively in this
section: Usability Engineering by Jakob Nielsen (1993), and The GOMS Family of Analysis
Techniques by Bonnie E. John and David E. Kieras (1994).

5.2.1 What is Usability?

Nielsen (1993) uses the term “usability” to refer to a specific concern within the overall
concept of “user friendliness.” However, the term “user friendly” has been considered
inappropriate by user interface professionals in recent years, partly due to the “warm,
fuzzy feeling” the term seems to evoke. Nielsen introduces the term “system
acceptability” to examine whether a computer system is good enough to satisfy all the
needs and requirements of the users and other potential stakeholders. Figure 5-4
illustrates different considerations within the issue of system acceptability.  

Nielsen argues that we should first consider the social acceptability of a computer system
before examining its practical acceptability. Practical acceptability concerns issues such as
cost, support, reliability, compatibility with existing systems, and so on, as well as
usefulness. Usefulness deals with the question of whether a system can be used to
accomplish desired goals, and it involves two issues—utility and usability. Utility focuses
on the functionality of a system, and usability examines how well users can use that
functionality.

Figure 5-4: A model of the attributes of system acceptability
(Redrawn from Nielsen 1993)
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Usability, as Nielsen has stressed, is not a single, one-dimensional property of a user
interface. It has five component attributes: learnability, efficiency, memorability, errors,
and satisfaction. A system should be easy to learn so that users can quickly start using the
system to perform tasks. The system should be efficient to use so that users may achieve a
high level of productivity once they have learned the system. The system should be easy
to remember so that casual users do not have to relearn the system every time. The system
should prevent users from making errors and allow easy error-recovery if errors do occur.
Finally, the system should be pleasant to use so that users enjoy working with it.

According to Nielsen, each of these five attributes is a measurable component of usability.
By defining usability in terms of these measures, usability can be systematically
approached, improved, and evaluated through an engineering discipline, i.e. usability
engineering.

5.2.2 Usability Assessment Methods

Methods to evaluate usability can be categorized, in terms of their approaches, into two
types—usability analysis and usability testing. Usability analysis evaluates a system
based on knowledge derived from physical, psychological, or sociological theories,
theories of design, or usability heuristics. Usability testing refers to the use of empirical
investigation conducted with users of the system.

Usability testing provides direct information about how people use a system and
uncovers problems with the concrete interface being tested. Observation, questionnaires,
interviews, focus groups, logging actual use, performance measures, and thinking aloud
are usability methods of this type (see Nielsen 1993). Since real users are involved in these
methods, usability testing can be time-consuming and costly. Additionally, reliability1 and
validity2 are two critical issues need to be considered in this type of usability method.

On the other hand, usability analysis does not require user involvement. The keystroke-
level model, GOMS model, Natural GOMS Language (see John and Kieras 1994), heuristic
evaluation (Nielsen 1993), and cognitive walkthroughs (Lewis et al. 1990; Wharton et al.
1992) are usability methods of this type. Particularly, the first three methods are based on
the conceptual framework of human information processing (Newell and Simon 1972)
and aim at predicting the usability of a system before it has been tested; therefore, these
methods provide estimates of the trade-offs between different interface designs without
the need to build them. These three usability methods are part of the GOMS family of
usability analysis techniques, which I will elaborate in the section below.

5.2.3 The GOMS Family of Usability Analysis Techniques3

John and Kieras (1994) state the general GOMS concept as follows:

It is useful to analyze knowledge of how to do a task in terms of the components of goals,
operators, methods, and selection rules. 

1. Reliability refers to whether one would get the same result if the test were to be repeated.
2. Validity refers to whether the result actually reflects the usability issues one wants to test.
3. Summary of the GOMS family of analysis techniques in this section is primarily based on John and

Kieras (1994). Individual references of each technique are: Card, Moran, and Newell (1980b, 1983)
for KLM; Card, Moran, and Newell (1980a, 1983) for CMN-GOMS; Kieras (1988, 1994) for
NGOMSL; and John (1990) and Gray, John, and Atwood (1993) for CPM-GOMS.
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Goals are what a user has to accomplish; they are often decomposed into subgoals, and all
of the subgoals must be accomplished in order to achieve the overall goal. Operators are
actions performed by the user in service of a goal; they can be perceptual, cognitive, or
motor acts, or a composite of these. Methods describe procedures (sequences of operators
and subgoals invocations) for accomplishing a goal. Selection rules determine which
method to use when there is more than one method available to the user to accomplish a
goal. This general GOMS concept has spawned a family of task analysis and modeling
techniques.

The GOMS family includes KLM (Keystroke-Level Model), CMN-GOMS (the GOMS
model presented in Card, Moran, and Newell 1983), NGOMSL (Natural GOMS
Language), and CPM-GOMS (the acronym stands for both Cognitive-Perceptual-Motor
analysis of activity and Critical Path Method) task analysis techniques. KLM is a simplest
GOMS technique; it includes six types of operators and five heuristic rules.4 CMN-GOMS
describes a task in terms of a hierarchical goal structure and set of methods in pseudo-
code-like notation that consists of a series of steps executed in a sequential order.
NGOMSL provides a well-defined, structured language, suitable for practical application
and contains explicit procedure for constructing GOMS models. Finally, CPM-GOMS is
based on the parallel multi-processor stage model of human information processing;
specifically, it uses a schedule chart5 to represent the operators and dependencies between
operators.

John and Kieras have provided an extensive comparison of these techniques. They have
summarized the information required for a system developer to choose one of the
techniques in Table 5-1.  Two characteristics are important to selecting a GOMS analysis

4. In KLM, each operator has an estimated execution time; and the heuristic rules are used for placing
mental operators to account for mental preparation time during a task that requires several
physical operators.

5. PERT chart familiar to project managers.

Table 5-1: GOMS techniques available for different combinations of task type and the type of design 
information desired
(From John and Kieras 1994) Note the that term “design” refers to user interface design.

Routine Cognitive Skill

Passive System Active System

Sequential Parallel Sequential Parallel

Functionality: Coverage Any GOMS Any GOMS Any GOMS Any GOMS

Functionality: Consistency NGOMSL NGOMSL

Operator Sequence
CMN-GOMS

NGOMSL
CPM-GOMS

see John and 
Kieras (1994)

CPM-GOMS

Execution Time
KLM

CMN-GOMS
NGOMSL

CPM-GOMS
see John and 
Kieras (1994)

CPM-GOMS

Procedure Learning Time NGOMSL NGOMSL

Error Recovery Support Any GOMS Any GOMS Any GOMS Any GOMS

Task Type

Information Type
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technique: the types of task the users will be engaged in, and the types of information
gained by applying the technique. Note that GOMS techniques apply only to routine
cognitive skills, when a user knows exactly what to do during a task and simply has to
recognize the task situation and execute the appropriate actions. However, even when a
task may be non-routine and primarily problem-solving ones (i.e. the user has to discover
the appropriate operators, methods or selection rules), GOMS analysis can be used to
improve the user interface design so that the user can effectively work on the non-routine
and problem-solving parts of the tasks. Furthermore, GOMS analysis techniques are
suitable for examining both passive and active computer systems6, as well as investigating
sequential and parallel activities (i.e. perceptual, cognitive, and motor operators) during a
task.

The GOMS family of usability analysis techniques, as discussed in John and Kieras,
provides many indicators in guiding the user interface designs. These techniques predict
system performance, which can be used to determine where the user interface design
effort should be focused. Moreover, since GOMS analyses can make performance
predictions without a running system, they can be used early in the system development
process to evaluate different ideas before the systems or even prototypes are
implemented. Since GOMS techniques can make quantitative predictions of performance,
they can be used to do sensitivity and parametric analyses7. Finally, GOMS can support
the design of documentation and on-line help systems so that they can explicitly present
the methods and selection rules that users need in accomplishing their goals.

However, John and Kieras have cautioned that there is a substantial start-up cost to apply
GOMS techniques, particularly, in building the first GOMS models. This has been a
primary reason to prevent system developers from using the GOMS techniques during
the system development process. But my experience in practicing the use case-driven
approach of OOSE and several of the GOMS techniques convinced me that the
construction of GOMS models can be greatly facilitated through a hybrid of software and
usability engineering process. This process is elaborated in the following section.

5.3 Use Case Driven Approach Meets GOMS Analysis
I mentioned previously that GOMS techniques complement the OOSE process,
particularly in the testing phase. Combining these two methodologies is based on the
similarity between them. My experience of practicing the OOSE use case-driven approach
as well as literature studies (e.g. see Regnell, Andersson, and Bergstrand 1996; Cockburn
1997) have shown that this approach is most successful when use cases are developed
based on user goals or tasks (a task describes a goal to be achieved by a user). Similarly,
GOMS models user tasks based on users’ goals.

6. When using a passive computer system, the user has control over the pace and timing of task
events, and the computer merely waits for inputs from the user. Whereas in an active computer
system, the computer may produces events that require the user to abandon the current goal and
set up a new goal to accomplish.

7. The sensitivity analysis examines how sensitive the predictions are to the assumptions; the
parametric analysis studies how the predictions vary as a function of some parameters.
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In this section, I will illustrate the integration of the two methodologies through examples.
Although examples of GOMS models will be based on the CMN-GOMS technique
described in Section 5.2.3, it does not mean that only CMN-GOMS is suitable for this
integration; rather all GOMS family techniques are suitable. I selected CMN-GOMS
because the KLM technique is too simplified in modeling tasks in software systems with
navigation support and because GOMS models using CMN-GOMS, among the rest of the
GOMS techniques, are easier to understand and codify.

5.3.1 Use Case Description

As stated earlier, a use case is a specific way of using the system by performing some part
of the system’s functionality. Each use case is documented with a descriptive statement
called use case description. Recall that in Section 3.2 of Chapter 3, I have identified a set of
basic navigation operations. One of them states that the navigation support should show
designers the location of an active node. To describe this functionality in terms of use case,
we need first to identify the designer as one kind of actor. Based on some user interface
design assumptions, we can then describe the use case Show Location of Active Node as
follows:

Show Location of Active Node starts when Designer requests display of a design space
view. The system displays a design space view with the active node highlighted.

In practice, a use case description is usually more elaborate and organized in formats that
are easier to read instead of the block paragraph shown above. For instance, in the SEED-
Layout Requirement Analysis (SEED 1998), each use case is formulated in three parts: a brief
description that summarizes the use case in a short sentence; a flow of events that
describes the course of events during the performance of the use case; and a comments
section for special considerations in the software development process regarding this use
case. Using this format, the use case Show Location of Active Node can be revised as follows:

Show Location of Active Node

Brief Description:
The system displays a design space view and highlights the active node.

Flow of Events:
1.The designer requests display of a design space view.
2.The system displays a design space view with the active node highlighted.

Comments:
A node represents a problem or a solution. There may be more than one active node in
a design space, i.e. an active problem and its associated active solution. A design
space view does not necessarily display a complete view of all nodes populating the
design space; it may be a partial view, e.g. a view of the problem decomposition
hierarchy only. The highlighting mechanism may employ visual cues in addition to the
color change method (e.g. reverse video display) commonly used.

Jacobson and his colleagues stress that use cases are identified through the actors. They
state that in order to identify a use case, system developers can read the requirements
specification from an actor’s perspective and carry on discussions with those who will act
in this role. Particularly, they suggest that developers ask the question “What are the main
tasks of each actor?” during the process of developing use cases.
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5.3.2 GOMS Model

I have briefly mentioned that the process to establish use cases in OOSE is similar to the
task analysis process described in usability engineering. Among many task analysis
techniques, the GOMS family of analysis techniques is most powerful in terms of its
ability to predict user performance and to evaluate different user interface designs
without the need to build them. The GOMS analysis begins with constructing a GOMS
model of the task to be studied. A GOMS model, as described earlier in Section 5.2.3,
encodes user interactions to accomplish a certain task in terms of goals, operators,
methods and selection rules. Figure 5-5 illustrates a GOMS model with annotations
indicating how statements in the model relate to goals, operators, methods and selection
rules. This sample model encodes the task of locating an active node in a design space
view. Additionally, the GOMS model shows that there are two alternative methods to
view the design space: through a 2D tree view or a multi-layer view. Lastly, the model
shows the keystroke-level operations to accomplish a goal. If a designer should choose to
view the design space using the multi-layout view, the predicted task performance time
could be estimated by adding the times needed to execute all related operators (see
Figure 5-5).  

Constructing a GOMS model is usually time-consuming, especially when the task
analysis process is performed as an extra effort aside from the software engineering
process. Given that use cases capture the system requirements best when they are
developed based on user tasks, they can form the basis for building GOMS models. In the
following section, I will illustrate how to take advantage of a use case description and
expand it into a GOMS model.

Figure 5-5: A sample GOMS model with time prediction
The time prediction is based on the assumption that the designer can see the active node in the
multi-layer view without having to adjust (zoom or pan) the display area. Execution times for the
mental and physical operators are taken from Card, Moran and Newell (1983).

GOAL: LOCATE-ACTIVE-NODE-IN-DESIGN-SPACE-VIEW
. GOAL: OPEN-DESIGN-SPACE-VIEW
. . [select:
. . GOAL: OPEN-2DTREE-VIEW …if desired 2D tree view
. . . MOVE-POINTER-TO-MENU
. . . CLICK-LEFT-MOUSE-BUTTON
. . GOAL: OPEN-MULTILAYER-VIEW …if desired multi-layer view
. . . MOVE-POINTER-TO-MENU 1.10
. . . CLICK-LEFT-MOUSE-BUTTON 0.20
. . ]
. GOAL: ADJUST-VIEW …repeat until active node is in view 0.00

TOTAL TIME PREDICTED (SECOND) 1.30

Goal

Operator

Selection rule

Method
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5.3.3 From Use Case To GOMS Model

Let us review the use case Show Location of Active Node demonstrated in Section 5.3.1. The
complete course of events to perform this use case is described in its flow of events section
as follows:

Show Location of Active Node

Flow of Events:
1.The designer requests display of a design space view.
2.The system displays a design space view with the active node highlighted.

If we consider the two events in terms of user goals during the task, we can define the
designer’s top level goal:

GOAL: LOCATE-ACTIVE-NODE-IN-DESIGN-SPACE-VIEW

Naturally, if a design space view is available on the screen, the designer can go to that
view directly and proceed to look for the active node. Conversely, the designer has to
bring up the design space view first if it is not available on the screen. In either of these
cases, the designer may have to adjust the display of the view in order to see the active
node. Therefore, we can consider these two events as two subgoals to be achieved in order
to accomplish the top level goal. Using GOMS notation, we write:

GOAL: LOCATE-ACTIVE-NODE-IN-DESIGN-SPACE-VIEW

. GOAL: OPEN-DESIGN-SPACE-VIEW …if not available on screen

. GOAL: ADJUST-VIEW …repeat if active node not in view

The indentation above indicates, for instance, that GOAL: ADJUST-VIEW is a subgoal of GOAL:
LOCATE-ACTIVE-NODE-IN-DESIGN-SPACE-VIEW; and the text in italics says that this subgoal is to be
invoked repeatedly until the active node appears in view. For comparison, Figure 5-6
illustrates the mapping between the use case event flow and the GOMS model goal
hierarchy discussed above.  

The completion of GOMS models, however, requires detailed designs of the user interface
in order to encode operators, methods, and selection rules. Consequently, the user
interface can be evaluated by examining the appropriateness (from the cognitive aspect)
of GOMS models and by analyzing data collected from the user testing against GOMS
models. For example, as the system development process continues, if a user interface
design decision is made to offer the designer two alternative ways to view the design

Show Location of Active Node

Flow of Events GOMS Model

1.The designer requests display of a 
design space view.

2.The system displays a design space 
view with the active node highlighted.

GOAL:LOCATE-ACTIVE-NODE-IN-DESIGN-SPACE-VIEW
. GOAL: OPEN-DESIGN-SPACE-VIEW
. GOAL: ADJUST-VIEW …repeat if active node not in 

view

Figure 5-6: Mapping between use case flow of events and GOMS model goal statements
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space (i.e. a 2D tree view and a multi-layer view), the subgoal can be expanded to model
the choice between two methods:

GOAL: OPEN-DESIGN-SPACE-VIEW

. [select: GOAL: OPEN-2DTREE-VIEW …if desired 2D tree view

. GOAL: OPEN-MULTILAYER-VIEW …if desired multi-layer view]

The GOMS model can be continuously refined along the software engineering process
with little or no extra effort. As more and more user interface design decisions are made
(with or without a prototype or actual implementation), the GOMS model will have
enough detail to predict the time needed to perform the particular task. For example,
Figure 5-5 shows a further refined GOMS model of the Show Location of Active Node task
and illustrates a time prediction for the case when the designer chooses a particular
method to view the design space.

5.4 Conclusion
I have demonstrated a hybrid approach of software and usability engineering. By
integrating the GOMS analysis into the OOSE process, I hope to make software system
developers more aware of usability issues as well as to enable usability engineers to
involve in the software development process as early as the analysis phase. Consequently,
this may improve the quality of software systems as well as ensure the usability of the
systems. This software and usability engineering process has been applied to develop the
navigation utility of a generative design system (to be discussed in Chapter 6). The
specification and design documents that result from the software and usability
engineering process described in this chapter are available in Appendix C. 
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6. Navigation in SEED-Layout: 
A Case Study

This chapter presents a case study of supporting information navigation in a generative
design system. The purpose of the case study is twofold: first, to provide a proof-of-
concept to affirm the approach to support information navigation (discussed in Chapter 3)
as well as the design space navigation software framework (see Chapter 4) that embodies
the approach; second, to examine assumptions underlying the approach and to highlight
aspects that the system developers may need to consider when developing a navigation
support.

In the following sections, I first introduce the generative design system—SEED-Layout—
that is the subject of this case study and its navigation utility, which consists of existing
and newly developed navigation tools. Subsequently, I describe usability studies
conducted on these navigation tools. These usability studies are pilot studies. They seek to
gain insights to highlight issues that future studies in information navigation (or
continuing studies) may focus on. The usability studies include an empirical study to
understand the effect of these navigation tools, and an assessment of a marker utility1

through GOMS analysis (see Chapter 5) and user testing. Finally, I present the lessons
learned from this case study.

6.1 SEED-Layout
SEED-Layout (Flemming and Chien 1995) is a generative design system that supports
schematic layout planning including the rapid generation of layout alternatives based on
explicitly stated requirements. Designers who use SEED-Layout may modify problem
specifications as their perception of the design problem evolves, control the layout
generation process, and examine and evaluate design solutions. The generative
operations offered in SEED-Layout allow designers to derived layout solutions from
layout solutions. For a complex design problem, SEED-Layout provides supports for
designers to start with more abstract problem specifications and then successively refine
them.

1. A utility that is designed based on the concept of landmark and bookmark to provide prominent
visual cues in a design space and quick accesses to marked nodes. Further discussion is available in
the coming section.
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6.1.1 Design Space

In SEED-Layout, a layout solution (or layout) is composed of design units and walls that
separate design units. A design unit is a part of the spatial or physical structure of a
building with an identifiable spatial boundary. Figure 6-1 illustrates a layout solution
consisting of five design units (light-color rectangles) and many walls (dark-color lines).  

A layout design problem consists of context information and functional units which
encapsulate functional requirements of the problem. A functional unit can contain other
functional units that are its constituent units (or constituents for short); each of the
constituent units may, in turn, have constituents; thus the functional units taken together
form a constituent hierarchy. Figure 6-2 illustrates a constituent hierarchy depicting the
functional requirements of a clinic that contains a public area, examining area, support
and service area, corridor area and an exit, some of which contain rooms inside their
boundaries.  A context may be associated with any functional unit in this hierarchy. To

Figure 6-1: An example layout solution in SEED-Layout

Figure 6-2: An example constituent hierarchy in SEED-Layout
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solve a layout design problem, SEED-Layout expects that at least a context is associated
with the top unit in its constituent hierarchy (e.g. CLINIC in Figure 6-2). Given a valid
layout problem, SEED-Layout supports a top-down design process in an orderly fashion.

Figure 6-3 illustrates the top-down design process. It begins with associating the top
functional unit with a design unit whose dimensional attributes reflect the context
restrictions; this design unit is the enclosing rectangle for the entire layout. The
constituents can then be allocated within this rectangle. Each design unit is associated
with a constituent and defines, in turn, a context and enclosing rectangle for the allocation
of the constituents of this constituent; it thus completes the definition of a layout problem
at the next level. The overall problem can therefore be solved by solving the layout
problems defined at each level by a constituent and its context. 

As illustrated in Figure 6-3, a functional unit becomes a layout problem when it is
associated with a specific allocation context (depicted by a solid line, labelled Context,
connecting a design unit and a context). The hierarchical decomposition of a functional

Figure 6-3: An example design space (result of a top-down design process) in SEED-Layout
Functional units with the same name, i.e. PUBLIC-AREA and EXAM-AREA, refer to an identical unit.
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unit into constituents can be interpreted directly as the decomposition of a layout problem
into subproblems, although the creation of subproblems happens dynamically during the
design process. It should be noted that a constituent can be associated with different
context objects and can thus form alternative subproblems.

The objects, such as layout problems and solutions, and relationship between objects
described so far are appropriately represented by different types of nodes, such as
problem and solution, and links in the design space model discussed in Chapter 3.
Therefore, the model can be utilized to represent the SEED-Layout design space and to
describe relationships between different layout problems (alternatives or revisions and
decomposition hierarchy), between different layout solutions (derivational hierarchy),
and between layout problems and layout solutions (problem-solution relation). Given the
need to provide additional navigation support in SEED-Layout, three navigation tools
were developed by adopting the design space navigation framework discussed in
Chapter 4 (in particular, Section 4.4 which describes technical details of the adopting
process).

In the following sections, I will explain the built-in navigation support in SEED-Layout as
well as the three new navigation tools.

6.1.2 Built-in Navigation Support 

Navigation support is available through existing operations in SEED-Layout. To go to
different problems, the designer can use the problem-stepping operations through the

Figure 6-4: Built-in navigation supports in SEED-Layout

layout-stepping operations problem-stepping operations

layout nodes

problem nodes
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Design Window or use the direct go-to-problem operations through the LayoutProblem
Manager Window. To explore different layout solutions, the designer can use the layout-
stepping operations through the Design Window or use the direct go-to-layout operations
through the Design Space Window. A detailed description of these operations with step-
by-step instructions is available in Appendix D. Figure 6-4 shows a snapshot of the built-
in navigation supports through the three windows stated above.

6.1.3 2D Tree View Tool

The 2D Tree View Tool is designed to provide a global view of the design space. It
visualizes the complete design space through two display modes—enhanced and simple
modes. The enhanced mode displays a layout with a graphical icon to indicate the spatial
configuration in that layout (e.g. Figure 6-5a). Alternatively, the simple mode shows the
design space in a simplified fashion where layouts are identified by numbers (e.g. Figure
6-5b). The designer can directly go to any problem or layout in the window or mark
problems or layouts for later references. Detailed descriptions of these navigation
operations are available in Appendix F.  

In addition to being able to toggle between enhanced and simple display mode and the
navigation operations listed above, the designer is provided with filtering commands to
show or hide layout solutions and to show or hide problem alternatives or revisions. For
example, if the “Hide Solutions” command is selected (from the “View” menu), the
window displays only the problem decomposition hierarchy and alternative/revision
history but hides layout solutions. Furthermore, the designer can change display scales
through zoom-in and zoom-out commands. These view manipulation and information
filtering commands assist designers to manage the potentially boundless and ever-
growing design space.

Figure 6-5: Enhanced and simple 2D tree views

a. enhanced view

b. simple view
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6.1.4 Entity-Relationship Diagramming Tool

The Entity-Relationship Diagramming Tool is based on the understanding that
individuals form their own mental images of an environment (see discussions in
Chapter 2); it thus aims at allowing designers to build their own maps of a design space.
Therefore, the particular window that implements this tool is named My Design Space. It
operates on marked layouts and problems, and allows a designer to create relationships,
in addition to the ones described in the design space model (see Chapter 3), between these
marked nodes and make annotations. Figure 6-6 shows a snapshot of the My Design
Space window, which displays a diagram of three marked layouts and annotations of
sublayout relationships between these layouts.  

This tool is designed to work in conjunction with the 2D Tree View Tool that provides
commands to select and mark desired nodes (see Appendix E for detailed descriptions of
how to use the Entity-Relationship Diagramming Tool together with the 2D Tree View
Tool). Once a node is marked, its marker is shown in the list of markers located on the left
panel of the My Design Space window (see Figure 6-6). The designer can put markers
from the list into the main view (right panel) and make notes. Moreover, the list of
markers offers a functionality similar to bookmarks that allow the designer to quickly
activate a marked node without having to locate it back in the 2D Tree View Tool.

6.1.5 Multi-layer Display Tool

The Multi-layer Display Tool is designed to provide an interface that mimics the layers of
yellow tracing paper used by architects. It arranges layouts into different layers according
to the decomposition hierarchy of their associated problems. Designers can, without
losing track of the overall layout composition, change their focus to different problems
and explore layout alternatives. The tool supports navigation operations, but does not

Figure 6-6: My Design Space: the entity-relationship diagramming tool
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provide designers with a visualization of the design space. Figure 6-7 shows an example
snapshot of the tool.  

This tool maintains the super/sub-layout relationships that are imposed on the structure
established by the design space model (see the discussion in Section 3.1.3 of Chapter 3).
Since a superlayout or sublayout is a solution of the superproblem or subproblem
respectively, stepping to a superlayout or sublayout will also activate the appropriate
problem. Aside from this super/sub-layout stepping operations, the designer can step
through alternative layout solutions of the same problem using pop-up navigation
buttons. The designer can change focus to different layouts (solutions of different
problems) on the same layer using problem-focus toggles. In addition, the tool offers
controls to show or hide individual layers through the layer-display controls. A detailed
description of the operations mentioned above, with step-by-step instructions, is available
in Appendix G.

6.2 Empirical Study
The design and implementation of the new navigation tools described in previous
sections have taken the approach discussed in Chapter 3. Recall from Chapter 3 that there
are three assumptions underlying this approach of supporting information navigation in
generative systems. They are:

1. The cognitive maps theory and environmental design principles are applicable to the
design of navigation supports in information spaces.

2. A coherent structure underlying an information space will help designers to
anticipate the kind of changes that will take place.

Figure 6-7: Multi-layer display tool

problem-focus toggles

pop-up navigation buttons
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3. An effective visualization of an information space can lead designers to form an
intuitive understanding of the structure and behavior of the space.

The second assumption is addressed by the development of the design space model and
the design space navigation software framework which has been adopted in creating new
navigation tools in SEED-Layout. This empirical study aims to initiate the investigation of
assumptions 1 and 3 stated above. Specifically, this study hopes to gain insights in issues,
such as the impact of using the landmark concept (the key element in the cognitive maps
theory and environmental design principles) in navigation supports; the effect of personal
navigation aids, such as build-your-own-map kind of tools, for individuals; and the need
of having a complete map of the design space in navigation supports.

The study uses four SEED-Layout user interface configurations, each of which provides a
different type of navigation support. Participants of the study perform navigation tasks
using one of the user interface configurations. Results of this study are expected to shed
light on the following two points:

• Customizable navigation tools may improve subjective user satisfaction of the
navigation experience.

• The visualization of a full design space is desirable for basic navigation supports.

6.2.1 Method

The basic form of the study is to measure performance on navigation tasks of each
participant in several navigation support treatments in SEED-Layout. Each treatment
addresses one or more of the issues described in the previous section. Therefore, the
independent variable is the user interface implementation that provides a particular type
of navigation support. The dependent variable is performance and behavior on specific
navigation tasks. Four treatments are used in the study:

• Control Treatment: existing navigation assistance in SEED-Layout through multiple
windows.

• Map-and-Notepad Treatment: a simple view of the design space with a build-your-
own-map tool.

• Map Treatment: a comprehensive view of the design space.

• View Treatment: a multi-layer view of layout solutions.

Each of these treatments will be described in detail later.

Data collection for navigation tasks was done using execution timings, keystroke analysis,
observation notes, and post-task interviews. As a participant would locate targets within
each environment, the time was noted to allow analysis of the overall time it took to
complete the task and also the time to complete particular sub-tasks within the treatment.
While traversing the design space in SEED-Layout, the participant’s mouse pointer
activities, including the window in focus, were logged. This data was used to analyze a
variety of variables associated with the tasks. The post-task interview was conducted by
the experimenter to collect additional information about the participant’s experience with
the system and relevant comments. Post-experiment analysis could then be done by
correlating the keystroke log and the participant’s actions or relevant comments noted by
the experimenter.
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Participants

All participants were given a three-lesson tutorial to learn fundamentals of SEED-Layout
prior to the actual tests. The tutorial sessions were conducted using a user interface
configuration that is different from the four treatments in this study.2 For the actual tests,
the participants were divided into three groups and all tested on Control Treatment.
Participants in the first group were also tested on Map-and-Notepad Treatment; the
second group on Map Treatment; and third group on View Treatment. Seven participants,
three female and four male, took part in the study. Time was the major reason that limited
the total number of participants because the total time taken to complete all tutorials and
tests per participant was approximately four hours. All participants were architecture
graduate students, who had had at least four years of design training. Since SEED-Layout
is designed to be used by designers in architectural design offices, the participants’ design
background was desired so that they represented potential users.

A primary concern in the experimental design was the problem associated with carryover
between tests within participants. That is, lessons learned on one treatment can be applied
to a subsequent treatment, thus altering perceived behavior. Wilson and Corlett (1991)
suggest an alternative solution to this problem: the tests could be limited in time duration
as to minimize the amount of learning that takes place. In the case of this study, each test
was held on a separate day and was limited to 45 minutes since the length of time could
be associated, by participants, to the degree of difficulty of the task and thus could
discourage participants. This, in conjunction with the complexity of the design problem
assigned to the task, minimized the cross-talk between treatments. In addition, the order
of testing for the treatments was assigned at random.

User Interfaces and Tasks

It was already noted that there are four SEED-Layout user interface configurations for the
purpose of this study; one for each treatment:

• Control Treatment
Navigation supports are provided through the built-in operations in the existing
SEED-Layout prototype (see Figure 6-4).

• Map-and-Notepad Treatment
Navigation supports are provided through a limited version of the 2D Tree View Tool
(map) showing the design space only in simple view mode (see Figure 6-5b) and the
Entity-Relationship Diagramming Tool (notepad, see Figure 6-6). In addition, the
Design window (also used in Control Treatment) is available to display layouts, but
no navigational functions are accessible through this window.

• Map Treatment
Navigation supports are provided through the 2D Tree View Tool (map) with its full
functionality, i.e. both simple and enhanced display modes are available (see Figure 6-
5a and Figure 6-5b) vs. the limited version (simple view mode only) in Map-and-
Notepad Treatment. In addition, the Design window (also used in Control Treatment)

2. Although different, the environment used in these tutorial sessions is similar to the Control
Treatment environment. The possible effect of this similarity is discussed in Section 6.2.3.
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is available to display layouts, but no navigational functions are accessible through
this window.

• View Treatment
Navigation supports are provided only through the Multi-layer Display Tool (view,
see Figure 6-7) that shows layout compositions at all times, but does not provide a
map (either partial or complete) of the design space.

The design problem, FIRESTATION, was used in all tasks for all participants. This
problem contains functional components that are hierarchically structured as shown in
Figure 6-8. Prior to each test, a setup routine was executed to restore a design session in
which a designer had created about 150 nodes (consisting of problems and layouts) in the
SEED-Layout design space. Participants performed tasks of navigating in the space to
locate eight target layouts that form a complete solution of the FIRESTATION problem.
These target layouts are shown in Figure 6-9.  

Procedure

All participants were new users of SEED-Layout (i.e. none of them had used SEED-Layout
prior to this study). They were given a tutorial session and a design exercise to learn the
fundamentals of SEED-Layout. In the tutorial session, which takes from one and one half
hours to two hours, the participant went through a three-lesson tutorial document with

Figure 6-8: Constituent hierarchy of the FIRESTATION problem
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step-by-step instructions. The tutorial was designed to convey the following concepts, in
addition to basic interactions in the user interface, in SEED-Layout:

• Layout generation: the derivational relation between layouts and the formation of the
layout derivation hierarchy

• Problem decomposition: the creation of subproblems, the relation between problems
and the structure of the problem decomposition hierarchy

• Layout composition: the relation between layouts of different problems and the
composition of layouts into a complete design solution

After the completion of the tutorial session, the participant was given a design task to
solve a layout problem and create specific layout solutions. The purpose of this task was
to ensure that the participant has attained basic understandings of the concepts described

Figure 6-9: Target layouts
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above. All participants had completed the tutorial and the design task before beginning
the actual tests of this study.

Furthermore, these tutorial sessions were conducted using an environment that is similar
to the Control Treatment environment. This is a weakness in the design of this empirical
study. The possible effect of this similarity is discussed in Section 6.2.3.

The study measured participants’ performances in search of a particular layout solution of
a design problem. There are four test treatments (described in the previous section). Each
task used one of these treatments. The task descriptions and instructions for each
treatment are included in Appendix D through Appendix G.

All tasks employed the same design problem (described in the previous section).
Participants were required to locate eight target layouts shown in Figure 6-9 in all tasks.
The participant started on a state that shows a layout of a problem, which is a subproblem
of the root problem and an alternative of another subproblem, and proceeded to navigate
through different problems and solutions to locate each of the eight target layouts, which
were shown as hints on the task description sheet. The target layouts were not numbered,
and no specific order was required for the participant to search. These search times were
recorded. A task was considered complete once the last target layout had been located.
The overall amount of time spent in the environment was also recorded.

Participants were given 45 minutes to complete the task. However, the task could be
discontinued at the participant’s request.3 Nevertheless, participants were encouraged to
ask for helps from the experimenter when they felt unable to make any progress toward
task completion.

During the task execution, the participant’s mouse actions and the window in focus were
recorded automatically. Meanwhile, the experimenter observed and noted the
participant’s actions, answered questions and provided hints when necessary.

Following each task, participants were interviewed about their experiences. Questions
asked by the experimenter in the interview were:

• What do you feel was most difficult in performing this task? and Why?

• Does the user interface provide enough help to assist you? if not, What’s wrong?

• Can you suggest changes/additions to the user interface to make the task easier?

All participants performed two tasks (one in Control Treatment and the other in one of
other three treatments). After the second task, they were asked, in addition to the previous
three questions, the following two questions.

• Can you compare this experience with your experience of the last session?

• What are the advantages/disadvantages of the two user interfaces?

6.2.2 Result

The data analysis contains two parts: a quantitative data analysis based on the keystroke
events collected during each task and a summary of interviews of subjective evaluation
after the task. Taken together, these two sets of data presented in this section will shed

3. All participants completed tasks in the allotted time.
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some light on possible answers to issues regarding the effect of personal navigation aids
and the need of having a complete map of the design space in navigation supports. The
processed data is shown in Appendix H.

Total Time

The observed total time for any treatment was taken to be the elapsed time from the first
mouse event to the successful completion of locating the last of the eight target layouts by
the participant. Total time should coarsely measure the efficiency of search during any
test. It is therefore expected that total time for the map treatments (i.e. Map-and-Notepad
Treatment and Map Treatment) will be lower than View Treatment; and Control Treatment
is expect to have the highest time of all.

Table 6-1 shows the total time measure of each participant in all four treatments. Each
column records times in minutes and seconds (e.g. 2 minutes and 5 seconds are shown as
2’05”) according to the following categorization: 

• T(A1): total time in Control Treatment

• T(A2): total time in Map-and-Notepad Treatment

• T(A3): total time in Map Treatment

• T(A4): total time in View Treatment

Data in the T(W) and T(M) columns are discussed in later sections.  

The total time data is charted in Figure 6-10. The individual times for each treatment
within each participant are shown vertically.  

Due to the fact that relatively few navigational operations were introduced in each
treatment (four operations were introduced in Control Treatment; four in Map-and-
Notepad Treatment; two in Map Treatment; and four in View Treatment) and all these

Table 6-1: Time measures for tasks in all treatments

Control Map-and-Notepad Map View

Participant T(A1) T(W) T(A2) T(M) T(A3) T(A4)

B2 23’09” 4’29” 12’45” 6’49”

B8 11’15” 0’00” 8’07” 3’29”

C3 20’18” 9’02” 28’01”

C5 20’24” 0’00” a 14’42”

a. Data based on an incomplete keystroke log file. The log was interrupted due to a 
system failure while the participant attempted to corrected an incorrectly marked 
node.

C6 24’29” 0’42” 21’27”

D1 16’30” 0’18” 11’52”

D7 25’07” 6’12” 11’47”
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operations were easy to learn, and no special time was allotted for familiarizing the user
interface during all tasks. However, it was observed that the majority of participants spent
their first few seconds or minutes to get comfortable with the user interface. Since it is
difficult to pinpoint the beginning and the end of this familiarization period, the total time
may consist of the actual search time and the learning time (i.e. the familiarization period).
Suggestions to address this issue are discussed in Section 6.2.3.

Total Wandering Time

Participants, during tests, were observed “wandering” among problems and layouts and
appeared lost or confused4. In Control Treatment, this type of behavior was frequently
observed and captured in participants’ keystroke data. In the keystroke data, a wandering
period is identified by a sequence of operations that does not bring the search state closer
to a target layout; the wandering time was taken to be the elapsed time from the first
operation of this sequence to the last (see Appendix H for examples of the keystroke
analysis). Total wandering time takes the sum of all wandering times during a test.

This measure provides indications of a participant’s understanding of the structure of a
SEED-Layout design space. Participants who had weak knowledge of the structure were
expected to spend more time wandering. Data of this measure is shown in the T(W) column
of Table 6-1. Due to the nature of the interaction styles in other treatments, data of this
measure cannot be derived from the keystroke data of other treatments. However, another

Figure 6-10: Total time

4. “Lost” and “confused” were referred from time to time by many participants in their comments
during the test or in their answers in the post-task interviews.
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measure of operation count, to be discussed later, will provide additional data for the
same considerations for all treatments.

Map-building Time

In Map-and-Notepad Treatment, participants used the Entity-Relationship Diagramming
Tool (notepad) that allows them to organize selected pieces of information as they wish
(see Figure 6-11).  This tool is not critical in supporting the kind of search tasks in this

study. However, participants in this treatment were asked, after completing the task, to
use the tool to organize those target layouts they had located and to annotate the relations
between layouts. The observed map-building time was taken to be the elapsed time from
the first selection of a target layout to be put into the working area in the tool to the last
annotation that completes the description of relationships between all target layouts. Data
of this measure is shown in the T(M) column of Table 6-1.

Operation Count

The operation count for any treatment records the number of navigation operations a
participant used to perform a sub-task (i.e. finding of a target layout). Navigation
operations are operations used by participants to perform the following functions:

• invoking auxiliary windows;

• adjusting viewable content of a window (excluding resizing window and scrolling);

Figure 6-11: Sample snapshot of a personal map in the My Design Space window
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• going to (activating) a problem; and

• going to (activating) a layout.

Operation count provides indications in two measures: (1) the efficiency of the navigation
support, and (2) the efficiency of the participant’s search during any test. For the first
measure, an efficient navigation support should allow participants to locate a target
layout in fewer number of steps regardless of how many alternative layout solutions there
are. Therefore, it is expected that the operation count for Map Treatment will be lower
than the Control and Map-and-Notepad treatments because that although all three
treatments support direct go-to operations, only the Map Treatment environment
provides additional visual information that allows participants to narrow down the
number of candidate target layouts before performing the navigation operations.
Furthermore, View Treatment is expected to have the highest count of all because it does
not provide direct go-to operations and participants have to find a target layout through a
sequential step-by-step process. Figure 6-12 and Figure 6-13 compare operation count for
locating target layout #5, which has 34 other alternatives, and target layout #8, which has
4 other alternative layouts, in all treatments.   

Figure 6-12: Operation count for locating the target layout of admZ_1s (#5)
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Since the maximum operation count5 of a sub-task in each treatment is attainable for the
second measure (i.e. the efficiency of the participant’s search), a higher count represents
an increase in search by participants during any test. This measure is illustrated in Figure
6-14 based on the data in the C3 row of Table 6-2 and the estimated maximum count of
each sub-task using the Control Treatment environment. The operation counts for each
sub-task are shown vertically; horizontally, each number identifies a target layout. This
measure can be considered together with the total wandering time measure (described
previously) to express a participant’s understanding of the structure of a SEED-Layout
design space. Participants who had weak knowledge of the structure were expected to
spend more time wandering and to execute extra operations. 

Figure 6-13: Operation count for locating the target layout of dorZ_1 (#8)

5. Assuming the worst case situation where the participant had to check each and every alternative
layouts of a problem to locate the target layout, the maximum operation count is equal to the
number of alternative layouts.

Figure 6-14: Operation count comparison
(data from participant C3 and estimated maximum count of Control Treatment)
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Table 6-2 through Table 6-5 show the number of operations each participant used to locate
target layouts. Each column records operation counts according to the following
categorization: 

• C(1): the number of operations used to the finding of the target layout of FIRESTATION
(#1) from the finding of another layout prior to this one

• C(2): the number of operations used to the finding of the target layout of adm_wing
(#2) from the finding of another layout prior to this one

• C(3): the number of operations used to the finding of the target layout of dorm_wing
(#3) from the finding of another layout prior to this one

• C(4): the number of operations used to the finding of the target layout of dayZ_1 (#4)
from the finding of another layout prior to this one

• C(5): the number of operations used to the finding of the target layout of admZ_1s (#5)
from the finding of another layout prior to this one

• C(6): the number of operations used to the finding of the target layout of mecZ_1 (#6)
from the finding of another layout prior to this one

• C(7): the number of operations used to the finding of the target layout of batZ_1 (#7)
from the finding of another layout prior to this one

• C(8): the number of operations used to the finding of the target layout of dorZ_1 (#8)
from the finding of another layout prior to this one

As I have described previously, participants often tried some operations to explore the
user interface before the first finding of a target layout. Therefore, the operation count
during this period may be larger than the actual count to locate the first target. Since it is
difficult to separate the familiarization period from searching, these operation count
records are underlined in Table 6-2 through Table 6-5. In addition, columns enclosed by
shaded areas contain data that are used to create comparison charts in Figure 6-12 and
Figure 6-13.    

Table 6-2: Operation count for each sub-task in Control Treatment

Participant C(1) C(2) C(3) C(4) C(5) C(6) C(7) C(8)

B2 8 2 5 11 42 5 31 11

B8 3 1 6 12 9 4 5 2

C3 5 25 11 107 7 13 63 3

C5 2 12 6 10 25 4 8 2

C6 23 5 6 9 21 4 4 2

D1 9 9 4 7 38 5 8 2

D7 14 10 11 11 44 13 16 8
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Subjective Evaluation

The subjective evaluation was compiled from participants’ comments in the post-task
interviews. Participants were asked to focus their comments in addressing the five
questions described in the “Procedure” section earlier. A summary of the subjective
evaluations is presented in Table 6-6. The Advantage column shows features that provide
sufficient support for the navigation task in each treatment; the Disadvantage column lists
features that hinder the navigation task; and the Wish List column shows possible
improvements that participants suggested for each treatment. 

6.2.3 Discussion

This empirical study is limited in that it examines only one specific type of navigation task
that may take place in the SEED-Layout environment. Furthermore, the tutorial sessions
completed by each participant utilized a user interface similar to the one in the Control
Treatment environment. Therefore it might have affected participants’ capabilities to fully
exploit the new navigation tools. In addition, participants might show more improvement
using new tools (e.g. the 2D Tree View Tool) that provide navigation operations through a
style of user interaction similar to the style in the tutorial interface than participants using
those tools that are not (e.g. the Multi-layer View Tool). Future studies may address this

Table 6-3: Operation count for each sub-task in Map Treatment

Participant C(1) C(2) C(3) C(4) C(5) C(6) C(7) C(8)

B2 3 3 3 4 7 5 8 2

B8 2 2 4 1 1 1 3 1

Table 6-4: Operation count for each sub-task in Map-and-Notepad Treatment

Participant C(1) C(2) C(3) C(4) C(5) C(6) C(7) C(8)

C3 5 17 6 4 7 1 1 4

C5a 12 1 1 1 2 1 1 1

C6 7 2 4 5 6 2 4 2

a. Data based on an incomplete keystroke log file. The log was interrupted 
due to a system failure while the participant attempted to corrected an 
incorrectly marked node.

Table 6-5: Operation count for each sub-task in View Treatment

Participant C(1) C(2) C(3) C(4) C(5) C(6) C(7) C(8)

D1 60 2 9 6 62 8 22 12

D7 6 10 9 9 63 8 26 5
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issue in two ways: to select a different tutorial interface or to eliminate tutorial sessions.
For example, a continuation of this pilot study can use another SEED-Layout prototype,
which offers different appearance and interaction style, for the tutorials (see Figure 6-15
vs. Figure 6-4). The other method is to select participants from experienced users of the
system and thereby eliminates the need for tutorial sessions. 

Table 6-6: Subjective evaluation summary

Treatment Advantage Disadvantage Wish List

Control

The LayoutProblem Manager window 
(LPM), Design Space window (DSW), and 
Constituent Hierarchy window (CHW) 
together provide all necessary information to 
complete the task.

Necessary information is distributed in 
multiple windows.

Difficult to understand and differentiate 
information in the three different hierarchical 
structures in LPM, DSW and CHW.

The concept of alternative problems and 
their presentation in LPM is confusing.

Being able to identify which subproblem to 
activate through the layout displayed in 
Design window (DW).

Being able to view sublayouts in DW.

Map-and-
Notepad

Necessary information is organized in 2D 
Tree View window (2DTV).

Markers in 2DTV help to verify progresses 
during the navigation task.

My Design Space window (myDS) allows 
users to construct a diagram that reflects the 
final layout composition.

The organization of problems and layouts in 
2DTV is not easy to understand.

The screen is not large enough to display all 
information legibly at one time in 2DTV.

The concept of alternative problems and 
their presentation in 2DTV is confusing.

Automate the process of drawing super/
sublayout relations in myDS.

Map

Necessary information is organized in 2D 
Tree View window (2DTV).

In 2DTV, presenting layouts in graphical 
icons rather than numbers allows users to 
search visually.

In 2DTV, being able to toggle the display of 
layouts between graphical icons and 
numbers is helpful.

The organization of problems and layouts in 
2DTV is not easy to understand.

The screen is not large enough to display all 
information legibly at one time in 2DTV.

The concept of alternative problems and 
their presentation in 2DTV is confusing.

Provide filtering utility in 2DTV to manage the 
overwhelming amount of information and to 
enable users to focus on desired subset of 
information.

Display the super/sublayout relationship in 
2DTV.

View

The multi-layer display shows the layout 
composition result at all time.

The interface is easy to work with; it’s more 
like working on a drawing board.

It may be difficult to navigate through layouts 
without seeing how many alternatives there 
are and how they relate to each other.

Provide an option to view the organization of 
layouts (i.e. a view of solution space).

Figure 6-15: Another SEED-Layout prototype
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The other issue regarding a weakness in the design of this pilot experiment is that the total
search time measure may have been inflated by the learning time taken by individual
participants to familiarize the user interface. A continuation of this study may address this
issue by designating a learning period prior to the actual tests. During this learning
period, the participant may learn and practice navigation operations using a different
design problem. Lastly, the navigation tasks themselves were not the most typical for
users of SEED-Layout. But the experiment could not address the more normal tasks
because it required experienced users working in realistic problems, which were not
available for this thesis. The implications are discussed in Section 6.4.

With respect to the landmark concept, two treatments (i.e. Map-and-Notepad Treatment
and Map Treatment) provide a marker utility based on this concept. The subjective
evaluations indicate that markers are helpful in checking progress during the search task.
To limit the complexity of the search task, participants were instructed to use the marker
utility when a target layout was found, which can only happen at the end of a search
process. Therefore, no data were available to examine the impact of markers in this study.
To further understand the effect of markers in SEED-Layout, additional assessments were
conducted and the results are described in the next section. In addition, a further
elaboration of lessons learned from this empirical study, together with results from other
studies, is presented in Section 6.4 at the end of this chapter.

6.3 Marker Utility Assessment
The empirical study described in the previous section does not show (aside from the
subjective evaluations by participants) the effect of markers in supporting navigation
activities. Markers in SEED-Layout are designed to provide prominent visual cues and to
enable quick access to desired and previously visited information. They are expected to
play a role that is similar to landmarks in the physical world or bookmarks in the
conventional paper-based books. Although some studies, such as Watts (1994) and
Darken (1996), have shown empirical evidence that landmarks are important to
electronic-world navigation, it is a relatively new and still on-going research area in the
HCI community.6 Therefore, instead of relying on the limited empirical evidence to
assume possible advantages of markers in SEED-Layout, in this section, two methods—
GOMS analysis and user testing—are used to assess the marker utility.

In a SEED-Layout design session, a designer can explore alternative layout solutions,
modify and refine problem specifications, revisit promising solutions, and perform many
other operations in pursuit of a final layout solution for a design problem. The marker
utility is expected to provide assistance when a piece of information, such as a promising
layout solution, is to be revisited for reasons such as reevaluation or comparison to other
solutions. The two assessment methods in this section are based on the scenario described
above: they compare the times a designer may take to visit (first visit) and revisit (second
visit) a layout solution in different treatments—without the marker utility or with
variations of the utility—of the SEED-Layout environment.

6. The CHI ‘97 conference, for the first time, organized a workshop on “Navigation in Electronic
Worlds.” Several position papers, such as Jul (1997), discussed applying the concept of landmarks
to improve navigability of electronic worlds.



Navigation in SEED-Layout: A Case Study 82

6.3.1 GOMS Analysis

GOMS analysis generally refers to the use of a usability analysis technique from the
GOMS family to evaluate the usability of a software system (see discussions in Chapter 5).
The particular GOMS technique employed in this section is based on the GOMS model
presented by Card, Moran and Newell (1983), or CPM-GOMS. GOMS analysis may
provide many indicators in guiding user interface designs. Although some may consider
it costly to use the GOMS analysis for small-scale usability evaluations like the present
one, I would like to stress that very little extra effort is required for this study because, as I
have illustrated in Chapter 5, the GOMS models are obtained as a result of the software
and usability engineering process used to develop the navigation support in SEED-
Layout.7

This analysis examines the user performance in two tasks:

1. to locate target layouts, and
2. to revisit the target layouts.

The first task is based on the experiment setting described in Section 6.2.1, in which the
designer attempts to locate and mark (if the marker utility is available) target layouts (see
Figure 6-9) that are partial solutions of the FIRESTATION design problem. The second
task is a continuation from the first one during the same design session. The designer is
assumed to have completed the first task before starting the second one. Therefore, during
the task, the designer can utilize the markers (if available) to revisit target layouts.

A general GOMS model of the two tasks can be formulated as follows:

goal: locate-all-target-layouts
. goal: locate-a-target-layout …repeat until no more target layouts
. . goal: acquire-target-layout …read from task description
. . goal: go-to-target-layout
. . . [selection goal: use-step/goto-methods …if no markers available
. . . goal: use-marker-methods] …if markers are available
. . . verify-target-layout

The use of a marker utility is encoded as selection rules in the GOMS model above: when
markers are not available, i.e. in the case of performing the first task or the case of a
system not supporting markers, the designer sets the goal to the use-step/goto-methods
to locate a target layout using typical “step to node” and “go to node” operations;
conversely, when markers are available, i.e. in the case of performing the second task with
markers support, the designer sets the goal to the use-marker-methods to revisit a target
layout through marker commands.

The detail GOMS analysis examines user performance in these two tasks in three different
SEED-Layout user interface treatments: Control Treatment, Map-and-Notepad Treatment,
and Map Treatment. These treatments are the same as the ones used in the empirical study
discussed previously (for descriptions of these treatments, see “User Interfaces and Tasks”
in Section 6.2.1).

Observing the GOMS model of the overall task to locate all target layouts, since the top-
level goal locate-all-target-layouts is achieved by completing all sub-tasks of locate-a-

7. Many GOMS models developed along this process are available in Appendix C.
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target-layout, the detail analysis will focus on the sub-task go-to-target-layout only. This
allows a much more thorough analysis and eliminates redundant analyses of the same
type of sub-task. The particular scenario of the sub-task to be examined uses the
FIRESTATION design problem and system settings described in Section 6.2.1. The
designer is assumed to have located or revisited the target layout of the mecZ_1
subproblem and is proceeding to locate or revisit the target layout of the batZ_1
subproblem (see target layout #7 in Figure 6-9). The detail GOMS analyses also provide
time estimates for tasks performed in these different interface treatments; this portion of
the analyses is available in Appendix I.

Control Treatment

The process of locating the target layout of batZ_1 begins soon after the designer has
located the target layout of mecZ_1. In the Control Treatment environment, the designer
first has to activate the batZ_1 subproblem. Once the subproblem is active, its associated
solution space is displayed; this allows the designer to examine the space and select
candidate target layouts. Finally, the designer examines these candidates one-by-one
using the step-to-sibling-layout operations until the target layout is located and verified.

The GOMS model of locating the target layout of batZ_1 in the Control Treatment
environment is given below:

goal: go-to-target-layout(batZ_1)
. goal: use-step/goto-methods …no markers available
. . goal: go-to-target-problem(batZ_1)
. . goal: examine-solution-space
. . . goal: adjust-view …repeat until seeing all nodes
. . goal: go-to-a-layout …repeat until target layout
. . . [selection goal: use-goto-method
. . . goal: use-step-method
. . . compare-layout
. verify-target-layout

This GOMS model can be further expanded to include operation-level behaviors. For
instance, the go-to-target-problem(batZ_1) sub-task involves the same operations as those
of the use-goto-methods sub-task within the selection rules of go-to-a-layout. A more
general purpose GOMS model to encode the direct go-to a problem or go-to a layout
operation can be formulated as follows:

goal: go-to-a-node
. goal: select-node
. . move-pointer-to-node
. . click-left-mouse-button
. . verify-selection
. goal: issue-go-to-command
. . press-right-mouse-button
. . move-mouse-to-goto
. . verify-highlight
. . release-mouse-button
. verify-display

The adjust-view and use-step-method (to go to a layout) sub-task can also be elaborated.
Recall the discussion in Chapter 5: these operation-level GOMS models can be maintained
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throughout the software and usability engineering process. They can be reused and need
not be recreated for each usability evaluation. Many operation-level GOMS models of
sub-tasks used in this section, such as adjust-view and step-to-parent/child/sibling-
solution (an equivalent task of use-step-method), are recorded in the system specification
and design documentation in Appendix C. Combining these GOMS models, one can
estimate how much time a designer will take to perform this task of locating the target
layout of batZ_1 (assuming that the designer does not make any mistake during the
process).

For the task of revisiting the target layout of batZ_1, the GOMS model is changed slightly
because the designer may remember the location of the target layout from the previous
visit. Having revisited the target layout of mecZ_1, the designer first activates the batZ_1
subproblem. Once the subproblem is active, its associated solution space is displayed; the
designer recalls the location of the target layout and activates it. 

goal: go-to-target-layout(batZ_1)
. goal: use-step/goto-methods …no markers available
. . goal: go-to-target-problem(batZ_1)
. . recall-target-layout-location 
. . goal: adjust-view …repeat until location in view
. . goal: go-to-a-layout
. . . [selection goal: use-goto-method
. . . goal: use-step-method]
. . . compare-layout
. verify-target-layout

Simply by comparing steps in the above GOMS model and in the go-to-target-layout
model on the preceding page, one can predict that revisiting a target layout in Control
Treatment requires less amount of time than locating the layout for the first time.
Nevertheless, the total time predicted for locating the target layout of batZ_1 is 47.25
seconds, and that for revisiting is 21.10 seconds (see Appendix I: Table I-2 and Table I-6).
Here one can see the effect of learning; by being able to remember and recall the location
of a target layout, the revisit task time is reduced to only 44.7% of the first visit time.

Map-and-Notepad Treatment

In Map-and-Notepad Treatment, a designer, after locating and marking mecZ_1 in the 2D
tree view, can examine the solution space of batZ_1 in the same view to determine
candidate target layouts. To visit these candidates, the designer uses the direct go-to
command to activate the layouts one-by-one.

goal: go-to-target-layout(batZ_1)
. goal: use-step/goto-methods …no markers available
. . goal: examine-solution-space
. . . goal: adjust-view …repeat until seeing all nodes
. . goal: go-to-a-layout …repeat until target layout
. . . goal: use-goto-method
. . . compare-layout
. verify-target-layout

The GOMS model for this task is very similar to the one in Control Treatment (i.e. the go-
to-target-layout model on the preceding page). However, a designer using this treatment
can examine the solution space of a problem without having to activate that problem
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(which is necessary in Control Treatment). Another difference between the two treatments
is that Map-and-Notepad Treatment does not provide stepping operations. The predicted
execution time for locating the target layout of batZ_1 in this treatment is 53.10 second
(see Appendix I: Table I-7). Furthermore, in order to take advantage of the markers for
future activities, the designer should mark the target layout, which is estimated to need
additional 7.95 seconds (see Appendix I: Table I-8).

Once a layout is located and marked, the list of markers is available in the Entity-
Relationship Diagramming Tool, i.e. the notepad (the My Design Space window), so that a
designer can revisit the target layout of batZ_1 simply by activating the marker (see
Figure 6-6 for an example of the marker list). 

goal: go-to-target-layout(batZ_1)
. goal: use-marker-methods …markers available
. . [selection goal: go-to-marked-layout …if no marker list
. . goal: go-to-marker …if marker list available
. . compare-layout
. verify-target-layout

This GOMS model shows a much lower number of cognitive processes involved in
preforming the revisiting task with aids of the marker list. The estimated execution time
for this task is 9.35 seconds (see Appendix I: Table I-9), which is only 17.6% of the
estimated time for performing the first visit task. Taking the overhead of marking layouts
into account, the revisit task still takes only 32.6% of the first visit time.

Map Treatment

In Map Treatment, a designer is expected to use the enhanced 2D tree view because it
displays layouts graphically so that the designer can see their schematic configurations
without having to activate them. After having located and marked mecZ_1 in the 2D tree
view, the designer examines the solution space of batZ_1 in the same view to determine
candidate target layouts. A candidate target layout shows a similar spatial configuration
as the target layout. To visit these candidates, the designer can use the direct go to
command to activate the layouts one-by-one until the target layout is found.

The interactions described above can be modeled as shown below. This GOMS model is
identical to the one for locating the target layout in Map-and-Notepad Treatment (shown
near the bottom of the preceding page) because in both cases, the same interface tool—2D
Tree View—is used. They differ in that only the simple view is available in Map-and-
Notepad Treatment, whereas the enhanced view is used in Map Treatment. Since the
enhanced view allows a designer to narrow down the number of candidate target layouts,
fewer repetitions of the go-to-a-layout sub-task should be needed. The estimated time to
complete the task is 40.35 seconds (see Appendix I: Table I-10). Additional 7.95 seconds
should be considered for marking the target layout.

goal: go-to-target-layout(batZ_1)
. goal: use-step/goto-methods …no markers available
. . goal: examine-solution-space
. . . goal: adjust-view …repeat until seeing all nodes
. . goal: go-to-a-layout …repeat until target layout
. . . goal: use-goto-method
. . . compare-layout
. verify-target-layout
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Map Treatment provides a marker utility, but without the marker list support as shown in
Map-and-Notepad Treatment. Once markers are available, a designer is expected to use
the simple 2D tree view to find marked layouts because the display, compared with the
enhanced view, requires less screen real estate.

goal: go-to-target-layout(batZ_1)
. goal: use-marker-methods …markers available
. . [selection goal: go-to-marked-layout …if no marker list
. . . . goal: adjust-view …repeat until seeing marked node
. . . . goal: go-to-marked-node
. . goal: go-to-marker] …if marker list available
. . compare-layout
. verify-target-layout

Comparing the GOMS model for this task with the one shown near the bottom of the
preceding page, one can see very few differences in the number of cognitive processes
required to perform these tasks. However, one can predict that the revisiting task requires
less time to perform because the designer does not need to adjust the view as often and
makes only one move to activate the target layout.

The predicted time to execute this task is 9.35 seconds, which is only 23.2% of the time it
takes to accomplish the first visit task (see Appendix I: Table I-11). However, this GOMS
model assumes that the designer has changed the 2D tree view display from the enhanced
mode (used in the locating target layout task) to the simple display, which is estimated to
require additional 5.10 seconds (see Appendix I: Table I-12); but it will only have to be
performed once. Taking into account of the overhead of marking layouts and changing the
display, the revisit task still takes only 55.5% of the first visit time to complete. Since the
overhead time only needs to be considered once during the task of revisiting all target
layouts, the estimated time for revisit a target layout in this treatment may require less
than 50% of the first visit task performance time.

Summary

The GOMS analyses for the particular task of visiting the target layout of the batZ_1
subproblem predicts that having marker support reduces the time a designer takes to
revisit the target layout. The task performance time could be further reduced if the marker
support provides, in addition to visual cues on the display, a marker management utility
such as the marker list in the Map-and-Notepad Treatment environment. Although the
solution space of the batZ_1 subproblem is not a complex space (i.e. it has only 33
alternative solutions and only a single solution branch is explored), the time-saving
prediction may hold true, particularly in the case with marker list support, when solution
spaces are larger and more complex. In order to examine this prediction, user tests were
conduced with two designers.

6.3.2 User Testing

Similar to the empirical study discussed in Section 6.2, the basic form of this user study is
to measure performance on navigation tasks, particularly the task of revisiting previously
visited nodes, of each participant in several navigation support treatments in SEED-
Layout. The independent variable is the user interface implementation that provides a
particular type of navigation support. The dependent variable is performance and
behavior on specific navigation tasks. Three treatments are used in the study: Control
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Treatment, Map-and-Notepad Treatment, and Map Treatment (see “User Interfaces and
Tasks” in Section 6.2.1 for detailed descriptions of these treatments). Control Treatment is
an environment that does not offer a marker utility; Map-and-Notepad Treatment offers
marker utility with a marker list that allows designers to go to a marked node directly
from its associated markers in that list; and Map Treatment provides visual icons
associated with marked nodes without the additional marker list.

Data collection for navigation tasks was done using execution times, keystroke analysis,
and observation notes. As the participant locates targets within each environment, the
time was noted to allow analysis of the overall time to complete the task and the time to
complete particular sub-tasks within the treatment. While traversing the design space in
SEED-Layout, the participant’s mouse pointer activities, including the window in focus,
were logged. This data was used to analyze a variety of variables associated with the
tasks. Post-experiment analysis could then be done by correlating the keystroke log and
the participant’s actions or relevant comments noted by the experimenter.

Participants and Tasks

Two participants from the previous empirical study (B2 and C6) were invited to take part
in this study. One participant was from the Map-and-Notepad Treatment group in the
previous study and the other from the Map Treatment group. Since the tasks in this study
are considered routine tasks to be performed by designers regularly when using SEED-
Layout, no new participants (i.e. new users of the system) were added.

This study uses the FIRESTATION design problem (same as the problem used in the
previous study) in all tasks for all participants. Prior to each test, a setup routine was
executed to restore a design session. Participants performed tasks of navigating in the
space to locate and mark (if the interface treatment provides the marker support) eight
target layouts that form a complete solution of the FIRESTATION problem. After
successfully locating all target layouts, participants took a 5-10 minutes intermission. The
purpose of the intermission is to simulate a work break taken by designers. After the
intermission, participants were asked to revisit all of the target layouts.

Procedure

The two participants were considered novice users of SEED-Layout because of their
experience in the previous study. The study measured participants’ performances in
search of a particular layout solution of a design problem and in revisiting the solution at
a later time. There are three test treatments, i.e. Control Treatment, Map-and-Notepad
Treatment, and Map Treatment. Each task used one of these treatments. The task
descriptions are included in Appendix J.

All tasks employed the same design problem. Participants, in all tests, were required to
perform two tasks in the following order:

1. to locate eight target layouts (shown in Figure 6-9), and
2. to revisit these target layouts after a break for at least 5 minutes.

The participant started on an initial state that shows a layout of a problem, which was a
subproblem of the root problem and an alternative of another subproblem, and proceeded
to navigate through different problems and solutions to locate each of the eight target
layouts which were shown as hints on the task description sheet. The target layouts were
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not numbered and no specific order was required for the search. The search times were
recorded. The first task was considered complete once the last target layout had been
located.

The participant were asked to take a break once the first task had been completed. During
this time the experimenter reset the active state to the initial state described previously.
However, the appearance of the work environment, particularly the position of windows
on the computer screen and their sizes and viewing contents (except the window that
displays the active state), were preserved. The length of the break was kept at least 5
minutes.

After the break, the participant started the second task to revisit each of the eight target
layouts. Depending on the interface treatment, the participant would either navigate
through different problems and solutions again or use visual markers to access particular
problems and solutions. Again, the target layouts were not numbered and no specific
order was required for the revisits; the task was considered completed when the last target
layout was revisited.

Participants were given 30 minutes to complete each task. However, the task could be
discontinued at the participant’s request.8 Nevertheless, participants were encouraged to
ask for help from the experimenter when they felt unable to make any progress toward
task completion. During the task execution, the participant’s mouse actions and the
window in focus were recorded automatically. Meanwhile, the experimenter observed
and noted the participant’s actions, answered questions and provided hints when
necessary.

Result

A quantitative data analysis based on the keystroke events recorded during each task was
performed. The data presented in this section supports the prediction from the GOMS
analysis in Section 6.3.1: using an interface with a marker utility may reduce the
information revisit time.

The observed search time for any treatment was considered equal to the elapsed time
from the finding of a target layout to the finding of a second target layout. Search time
should coarsely measure the efficiency of search during any test. It is expected to be
influenced by the complexity of the solution spaces and the availability of markers.
Table 6-7 and Table 6-8 show the search time data of the two participants performing all
tasks in different treatments.Columns T(1) through T(8) in these tables record the elapsed
time used to find a target layout (ordered according to the number shown in Figure 6-9)
from the finding of another target layout prior to this one; for instance, T(1) records the
time it takes to find target layout #1 and T(3) for #3. These times are recorded in minutes
and seconds (e.g. 1 minute and 14 seconds are shown as 1’14”).    

Since the focus of this study is the effect of markers, which are used in the revisit task,
Figure 6-16 and Figure 6-17 plot the performance in revisit tasks for different interface
treatments in relation to the performance in first visit tasks. The performance ratios of
finding each target layout (the performance in revisit tasks as a percentage of the
performance in first visit tasks) are shown vertically. Horizontally, each number identifies

8. All participants completed tasks in the allotted time.



Navigation in SEED-Layout: A Case Study 89

a target layout as numbered in Figure 6-9; the last data point (labeled Avg) presents the
average performance ratio in the particular interface treatment. 

6.3.3 Discussion

Results from both the GOMS analysis and user testing indicate that designers may need
less time to revisit a previously visited piece of information regardless of whether a
marker utility is available. In the Control Treatment environment, the GOMS analysis
predicts the revisit of target layout #7 requires only 44.7% of the first visit time (i.e. a

Table 6-7: Time measures for all tasks performed by participant B2

Treatment Task T(1) T(2) T(3) T(4) T(5) T(6) T(7) T(8)

Control
First Visit 1’26” 0’34” 0’56” 0’37” 1’15” 0’30” 0’37” 0’14”

Revisit 0’15” 0’18” 0’30” 0’25” 0’17” 0’08” 0’19” 0’12”

Map and 
Notepad

First Visit 1’36” 5’48” 0’59” 5’31” 1’07” 0’51” 0’39” 0’35”

Revisit 0’15” 0’20” 0’13” 0’11” 0’10” 0’09” 0’08” 0’08”

Table 6-8: Time measures for all tasks performed by participant C6

Treatment Task T(1) T(2) T(3) T(4) T(5) T(6) T(7) T(8)

Control
First Visit 0’26” 1’52” 0’57” 2’53” 0’25” 0’28” 0’30” 0’26”

Revisit 0’18” 0’38” 0’15” 0’28” 0’32” 0’30” 0’24” 0’14”

Map 
First Visit 7’22” 2’55” 2’19” 2’12” 1’55” 1’14” 1’07” 1’31”

Revisit 0’30” 0’31” 2’01” 0’29” 0’16” 2’22” 0’09” 0’09”

Figure 6-16: Performance of revisit tasks by participant B2
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55.3% decrease). The results from the user testing present a similar trend: the two
participants show a 48.6% and a 20.0% decrease in time used to revisit this particular
target layout compared to their first visits. On average, data from the user testing
indicates that revisit times used by the two participants take only 39.0% and 41.7% of their
first visit times (i.e. a 61.0% and 58.3% decrease, respectively).

With a marker utility, the GOMS analysis predicts a greater decrease in time needed to
revisit target layout #7 when compared to the first visit time. In addition, it predicts the
marker utility with a marker list (Map-and-Notepad Treatment) to have the greatest
decrease in revisit time, among the three interface treatments. This trend is also observed
in the results of the user testing. On average, the two participants spent only 9.2% and
31.3% of the first visit time for their revisit task (a 91.8% and 68.7% decrease, respectively),
and the largest decrease occurred in the Map-and-Notepad Treatment environment.

6.4 Lessons Learned
In this case study, I have described a set of navigation tools in SEED-Layout. These
navigation tools introduce several novel supports to facilitate navigation in generative
design systems, such as the marker utility and the multi-layer display. These tools are
developed based on the design space model described in Chapter 3, and they implement
the basic navigation operations presented in that chapter. The implementation of these
novel tools demonstrates the applicability of the design space model and verifies the
validity of this model. In addition, I have presented results from several usability studies
of these tools. Although the usability studies—the empirical study and the marker
assessment—do not aim at obtaining conclusive result regarding navigational activities in
SEED-Layout or the effectiveness of the new navigation tools, the results show a positive
trend for the usability of these tools to support the specific type of navigation tasks

Figure 6-17: Performance of revisit tasks by participant C6
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investigated. Particularly, several user interface design considerations are suggested by
the result of this study. These considerations are discussed in this section.

In the following sections, I will refer to the type of navigation tasks discussed in this study
as target-centered navigation, i.e. the process of locating target layout solutions that a
designer may have in mind. The lessons learned from this case study may only be
applicable to supporting the target-centered navigation activities. However, these lessons
should not be overlooked when supporting other types of navigation tasks in generative
design systems.

6.4.1 Lost in Design Space

It has been observed by the experimenter and mentioned by some participants in the
empirical study that they felt lost or were confused about where they were when
performing the navigation task. This “lost in design space” phenomenon is reflected in the
keystroke data recorded. Particularly, the measure of total wandering time in the Control
Treatment environment shows that some participants spent up to 44.5% of the total task
time moving seemingly aimlessly between problems and solutions. Similarly, the
operation count measure in Control Treatment and View Treatment exhibits that some
participants took many operations to reach a target layout when others used very few
operations; for example, the participant C3 used over 100 operations to locate target
layout #4, whereas the other participants took only 12 or less operations to find the same
target layout (see data in the column C(4) in Table 6-2).

I have speculated in previous sections that this phenomenon may result from the
participant’s weak understanding of the structure of design space. The two participants
who used the largest number of operations in Control Treatment are also those two who
logged longest total wandering time in the same treatment. A review of their tutorial
session shows that both of them had finished portions of the tutorial unsupervised,
whereas other participants had supervised tutorial sessions throughout. The tutorial
session being the only source for participants to learn the structure of design space seems
critical in this case. Therefore, although the lack of understanding of the structure of
design space may be remedied by providing a global map of the design space, e.g. the 2D
Tree View Tool, designing and developing adequate tutorial materials should not be
overlooked.

6.4.2 Markers

The marker utility available in the 2D Tree View Tool and Entity-Relationship
Diagramming Tool is designed to provide prominent visual features in a space that is
populated with many objects; these visual features are similar to landmarks. Additionally,
the utility also works like bookmarks to allow users of the system to quickly go to a
marked object. The marker utility assessment has indicated that this utility may help to
reduce participants’ search time when performing target-centered navigation tasks.
Moreover, subjective evaluations by participants in the empirical study show that markers
are helpful in visually checking progress during this type of task.

Markers can offer more functionality in addition to playing the role of landmarks or
bookmarks. Utilities can be developed to operate on markers, e.g. to achieve information
filtering or additional information management. The Entity-Relationship Diagramming
Tools is an example of such a utility. It allows designers to manipulate markers and
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augment them with additional and even personal information that originally is not
available in the design system.

6.4.3 Information Integration

A complex design space can be presented through multiple windows, such as the
windows used in the SEED-Layout built-in navigation support, each of which shows a
portion of the space from a specific viewpoint (see Figure 6-4). It is however generally
desirable to have all information integrated in one window. This integration generally
reduces the search time and increases participants’ subjective satisfactions while
performing target-centered navigation tasks. From the functional standpoint, a single
window interface does not necessarily reduce the number of operations participants need
to reach a target layout. However, the result of the empirical study shows that participants
in the map treatments (i.e. Map-and-Notepad Treatment and Map Treatment), where there
is one window that displays the complete design space, spent less time wandering (or
executed less redundant operations) than in Control Treatment. I would speculate that the
single window view, which can present additional relationships between objects that
otherwise reside in different windows, improves participants’ understanding of the
design space and thus reduces their cognitive load during the test (for example, it leads to
fewer retrievals from long-term memory).

However, the integrated information can become too much to be presented in a single
window. A window with a huge amount of information may hinder the navigation
process. This was observed, in the empirical study, in the Map Treatment and Map-and-
Notepad Treatment environments. The Map Treatment environment used a graphical
presentation of layouts so that participants could quickly determine likely candidates of a
target layout without having to go to the layout (i.e. open to view in another window),
whereas in the Map-and-Notepad Treatment environment, layouts were shown in
numbers. Figure 6-5 shows a comparison of these two types of presentation of the same
design space. The enhanced view (Figure 6-5a), when compared to the simple view
(Figure 6-5b), requires more screen real estate; therefore, the advantage of graphical layout
presentation was offset by frequent scrolling. 

The integration of information is particularly relevant for novice users; expert users, on
the other hand, may understand the structure of the information well so that the
visualization of the space matters less during a target-centered navigation task.
Furthermore, to make such support effective, auxiliary utilities to allow information
hiding and filtering are necessary.

6.4.4 Navigation as Side-effect

In the empirical study, results from View Treatment show that with sufficient
understanding of the structure of a design space, participants can efficiently search for
targets without seeing the space. More importantly, participants commented that they
were able to experience the system as a design tool rather than a complex environment
that contains design solutions. That is, the multi-layer display in this treatment allowed
participants to focus on the composition of layouts all the time. Thus, the act of navigation
became a side-effect of the design activity. I would again speculate that View Treatment
(i.e. the Multi-layer Display Tool) was able to achieve this by supporting the navigation at
street-level9 (or content-level) so that participants could focus on the contents rather than
the external structure that relates these contents. After all, navigation support is to
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improve the usability of a generative design system. Therefore, navigation support
should be seamless so that users of design systems can fully focus on their real task—
design.

6.4.5 Usability

Nielsen (1993) presents five usability measures: easy to learn, efficient to use, easy to
remember, few errors, and subjectively pleasing (see Chapter 5 for a brief discussion). This
case study has provided limited evidence indicating that the new navigation tools in
SEED-Layout have high usability according to these measures. First of all, they seem easy
to learn. In the empirical study, all participants had learned the tool used in the
corresponding user interface treatment within a few minutes, and each time, were able to
use the tool without having to refer to its user manual. Compared to the built-in
navigation support in SEED-Layout, these tools appear relatively efficient to use
particularly for the target-centered navigation tasks. This is indicated by the total time
measure in the empirical study; almost all participants (except one) were able to
accomplish their tasks faster using these tools. Furthermore, the tools seem easy to
remember. This is observed when two of the participants in the empirical study were
invited to the marker utility assessment study; these participants took only seconds to
reacquaint themselves with the user interfaces. However, no conclusion can be drawn to
whether these navigation tools effectively prevent designers from making errors since
there was no attempt to record errors throughout the usability studies. Finally, these tools
seem subjectively pleasing. This is indicated through the individual participant’s
comments in the post-task interviews. In summary, the 2D Tree View Tool, Entity-
Relationship Diagramming Tool, and Multi-layer Tool, compared to the SEED-Layout
built-in navigation support, are observed to have higher usability when supporting
target-centered navigation tasks.

9. Navigation at street-level within a physical environment is common in our daily wayfinding tasks.
Information navigation, however, usually puts the navigator external to the space. This is one of
the major differences between a physical environment and an information space. Additional
discussions about this is available in Chapter 2.
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7. Conclusion

7.1 Summary
Generative design systems promise to complement current CAD tools to assist designers
in the early design phases. To date, most research in generative design systems has
primarily focused on the generative mechanisms or algorithms. Moreover, the majority of
these systems have blackbox-like environments, where designers have little control and
understanding of the mechanisms by which solutions are generated. Little attention has
been paid to the usability of these systems. As the research progresses, generative design
systems, such as SEED-Pro (Akın et al. 1995), SEED-Layout (Flemming and Chien 1995)
and SEED-Config (Woodbury and Chang 1995), have become more comprehensive so that
they may be suitable for practical use. In order to bring these systems into architectural
practice, however, the issue of usability cannot be ignored. Since generative design
systems can help designers to generate many design solutions rapidly and to explore
different design problem formulations, designers particularly can be overwhelmed by the
amount of information they may create during the design process.

This research addresses this issue with emphasis on supporting information navigation in
generative design systems. Chapter 2 examines the appropriateness of employing the
navigation metaphor in terms of the different applications of this metaphor in many
software systems, the nature of navigation behavior, and the similarity and difference
between physical environments and information spaces; the goal is to understand
potential weaknesses in applying such a metaphor. Chapter 3 and Chapter 4 present a
comprehensive approach to provide the navigation support through a design space model
that establishes the underlying structure of this dynamic space; a set of basic operations
that support navigation activities; and finally a design space navigation framework that
encapsulates the model and operations in a software environment. Chapter 5
recommends a unique software and usability engineering process, i.e. the integration of
OOSE (Jacobson et al. 1992) technology and the GOMS family of usability analysis (John
and Kieras 1994), to ensure the quality and usability of a navigation support. Chapter 6
examines a validation of the approach through the development and evaluation of three
proof-of-concept prototype navigation tools (developed using the navigation framework).
In summary, this dissertation has demonstrated why the navigation support is necessary,
how to provide the support, and what type of user interaction it can offer.
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7.2 Contributions
This dissertation makes four major contributions:

• Identification of requirements for navigation support in generative design systems
The premise of this research is that navigation support is necessary in generative
design systems in order to improve their overall usability. This research has
augmented the premise by defining user requirements—a set of basic navigation
operations—for navigation support. Since there exist very few other studies in a
similar subject area, the user requirements may be used by future generative system
developers to design the human-computer interaction and to evaluate the
functionality of new generative design systems.

• Formulation of a design space model for generative design systems
A design space model has been developed to capture all types of information and
relationships between different pieces of information in the design space. Although
there have been many studies of navigation and wayfinding in computer
environments, none has examined an information space with a structure as unique as
that of a design space. The design space model can provide guidelines for designing
future generative design systems.

• Development of design space navigation software framework
This research takes a pro-active approach toward providing navigation support in
generative design systems. That is, in addition to introducing the design space model
and basic navigation operations, it proposes a software framework to encapsulate the
model and operations using object-oriented technology. Generative design systems
can easily adopt the framework to create their own navigation utilities.

• Implementation and examination of multiple navigation supports
To demonstrate the advantage and usefulness of this design space navigation
framework, three navigation tools have been implemented. These tools offer a wide
variety of user interactions and are very different in their appearances; however, they
are founded on a single design space. Moreover, limited pilot usability studies have
been conducted to examine these navigation as well as user interface design issues,
such as the “lost in design space” phenomenon and the marker utility, that are
pertinent to the design of navigation support.

In addition to these major contributions, two areas may benefit from this research. First, a
survey of different navigational aids in computing environments has been presented in
the background study of this research. It summarizes the navigational aids available and
different types of navigation processes or strategies supported by these aids. Since
navigation in information space is a new research area, this survey offers basic
understanding of related past research efforts. Second, this research has introduced a
software and usability engineering process that integrates object-oriented software
engineering techniques (Jacobson et al. 1992) with human-computer interaction
methodologies (Card, Moran, and Newell 1983; Nielsen 1993). It has been applied
throughout the prototype system development process. Such integration brings HCI
concerns and formal usability methods into the software development process. The
advantage of such integration has been demonstrated particularly in evaluating the
usability of the marker utility of different navigation tools.
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7.3 Future Directions
This research is the first effort of its kind in generative design systems research. There are
four research directions in which to extend the work begun in this dissertation: extension
of the design space model, studies of design space visualization, studies of navigational
behavior in generative design systems, and studies of information navigation in general.

• Extension of design space model to capture additional design information
In generative design systems, solutions are generated based on certain generative
mechanisms. A designer may change a problem formulation or decompose it into
subproblems; these changes are made based on the designer’s reasoning and
decisions. These generative mechanisms and design decisions provide additional
information that may help designers to understand the system, to remind themselves
of previous decisions, or to review other designers’ work. These particular types of
information are similar in that they are the driving force to create new nodes in a
design space. Although the design space model does not support the maintenance of
these types of information, it does provide a place holder for them. That is, they can
be considered as intrinsic attributes of a link. From this perspective, the design space
model can be extended to incorporate additional design information that is useful for
designers.

• Design space visualization
The case study in this dissertation has indicated that information integration, i.e.
visualizing information in the design space in one view, is desirable. In the case study,
two visualizations of a design space have been presented. However, they are limited
to a two-dimensional presentation of a potentially multi-dimensional design space
(given that there are five dimensions at each problem node and two at each solution
node). Further studies are necessary to discover visualization methods that can
efficiently present a design space regardless of how the space may grow.

• Navigational behavior in generative design systems
Behavioral studies are important for identifying and characterizing behavior patterns
evident in human-computer interactions. As demonstrated in the case study of this
dissertation, such behavioral studies provide important insights into the navigation
support that designers need in their interaction with a generative design system. The
case study has examined only one type of navigation tasks. Further research is needed
to examine different types of navigation tasks and to evaluate the design of navigation
support.

• Further investigations of navigation in information spaces
Information navigation has become an important research topic since the introduction
of WWW. A recent workshop has compiled a list of research issues (Jul and Furnas
1997). This dissertation has touched on some issues, such as surveying existing
navigational aids, identifying a design process for supporting information navigation,
and developing a model describing the semantic structure and visualization structure
of the information space. In addition, recent publications have discussed issues such
as characterizing the navigation process; integrated taxonomy, in terms of the kinds of
information spaces, navigation related tasks, and navigational processes and
strategies; residue or scent (or trace, hints, cues) effects; and social navigation. For
example, the issue of residue or scent effects (Furnas 1997; Pirolli 1997) has invited
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studies such as landmarking in information spaces. Furthermore, the issue of
characterizing the navigation process has prompted investigations into navigational
behaviors in physical environments and information spaces. These issues can be
examined within the scope of navigation in generative design systems. Any findings
will contribute to the general information navigation research.
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