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The Air Sculpture project aims to provide a design environment and tool kit for generating, editing, and viewing three dimensional computer graphics models using freehand gestures in space.  

Traditional model-construction using wood, chip-board, metal, and glue has much to recommend it: it is interactive, immediately responsive (WYSIWIG), and inherently and uncompromisingly three-dimensional.  The resulting model can be viewed close or far, seen from any external viewpoint.  The model enforces some physical constraints and helps resolve design inconsistencies and conflicts, such as missing support members. Three-dimensional working models are also inexpensive to build: a knife, ruler, cutting table, and glue are the only tools you need.  Compared with computer graphics models, the drawbacks of physical modeling include the difficulty in editing and maintaining alternative versions, difficulty in obtaining interior views and scaled views.  On the other hand, modeling with CAD programs demands a distancing from physical space, the use of projections and abstractions, and the designer must learn to think about form generation in needlessly complex and arbitrary ways.

The Air Sculpture project aims at the best of both worlds, and at an affordable price.  Using inexpensive video cameras to obtain three dimensional coordinates of the designer’s hands, Air Sculpture enables the designer to trace forms in space, using true direct manipulation. The designer maintains a sense of three dimensionality by interacting spatially with the computer graphics model, in contrast to the interfaces of conventional CAD software, in which the designer operates on 2D projections of the 3D model.   Many gestural interfaces use virtual reality hardware to sense the position of the hand or body.  Although it is effective, this hardware is costly and intrusive.  Air Sculpture uses off-the-shelf PC video hardware to sense the designer’s gestures.  

By tracking the designer’s index (pointing) finger, the Air Sculpture system can trace out a curve in three space.  Tracing two such curves, the designer generates a mesh surface between them.  Then, poking gently with one finger, the designer deforms the mesh locally, or by pushing with the palm of the hand, the designer, moves the mesh around.  By grasping the mesh model between finger and thumb, the designer picks up the mesh model and sets it in position.  

The paper describes our first steps in constructing both a demonstration Air Sculpture system, written in C, using Microsoft’s Direct3D API, as well as a tool kit for developing gestural interaction for design.  We review related work on gestural interfaces in design including instrumented (glove and sensor) as well as ‘naked’ or freehand approaches. We outline our current physical arrangement of cameras and screen, the image processing routines used to identify the hand gestures, and the mapping between hand gesture and modeling operations that Air Sculpture uses. We describe the modeling features of the demonstration system and conclude by considering the costs and benefits of freehand gestural modeling in architectural design.

